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ABSTRACT
Background: Breast cancer is currently one of the leading causes of death among 
women worldwide. The diagnosis and separation of cancerous tumors in mammo-
graphic images require accuracy, experience and time, and it has always posed itself 
as a major challenge to the radiologists and physicians. 
Objective: This paper proposes a new algorithm which draws on discrete 
wavelet transform and adaptive K-means techniques to transmute the medical images 
implement the tumor estimation and detect breast cancer tumors in mammograms in 
early stages. It also allows the rapid processing of the input data.
Method: In the first step, after designing a filter, the discrete wavelet transform is 
applied to the input images and the approximate coefficients of scaling components 
are constructed. Then, the different parts of image are classified in continuous spec-
trum. In the next step, by using adaptive K-means algorithm for initializing and smart 
choice of clusters’ number, the appropriate threshold is selected. Finally, the suspi-
cious cancerous mass is separated by implementing the image processing techniques. 
Results: We Received 120 mammographic images in LJPEG format, which had 
been scanned in Gray-Scale with 50 microns size, 3% noise and 20% INU from clini-
cal data taken from two medical databases (mini-MIAS and DDSM). The proposed 
algorithm detected tumors at an acceptable level with an average accuracy of 92.32% 
and sensitivity of 90.24%. Also, the Kappa coefficient was approximately 0.85, 
which proved the suitable reliability of the system performance.
Conclusion: The exact positioning of the cancerous tumors allows the radiologist 
to determine the stage of disease progression and suggest an appropriate treatment 
in accordance with the tumor growth. The low PPV and high NPV of the system is a 
warranty of the system and both clinical specialists and patients can trust its output.
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Introduction

Medical images are the perfect tools for viewing tissue problems. 
However these images involved with problems such as com-
plex shape structures, weakness details, non-homogeneous in 

brightness and poor contrast. After lung cancer, breast cancer is the sec-
ond cause of death in the world especially among women and one out of 
seven women loses their life due to this disease [1]. In Iran, this type of 
cancer is the main cause of death among women and one fifth of women 
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mortality is related to breast cancer [2]. The 
number of women suffering from breast can-
cer in Iran has been on rise, and compared 
to the Western countries, the disease age has 
dropped by 10 years [3]. Breast cancer is the 
type of cancer in which cell growth and change 
goes out of control. The benign part of breast 
tissue is made of milk-producing glands, the 
pores attached to it and the nipple. The other 
parts of breast are made of lymphoid tissue 
and fat [4]. Mammography is currently one 
of best imaging methods to detect cancerous 
tumors in breasts. The advantages of digital 
mammography over the classical method are 
obvious including the higher chance of detect-
ing cancerous tumor [5]. Given the complex-
ity of the mammographic images and simi-
larities between cancerous tissues and normal 
breast tissues, sometimes even radiologists or 
experienced physicians may have various in-
terpretations about the cancerous tumors [6,7]. 
For example, mammographic method fails to 
detect 30% of breast cancer due to the impre-
cise positioning of tumor [8]. Given the high 
percentage of false positive in mammographic 
images, which is due to contrast dynamics and 
light intensity, the need for an accurate and 
sensitive system to detect the position, size 
and form of cancerous tumors is urgently felt.

Related Works
With the increasing detection of abnormal 

tissues by means of computers, researchers, 
relying on features such as shape, size and po-
sition of the tumor and its segmentation, seek 
to assist radiologists. Shen et al. [9] used mor-
phological techniques and algorithm for detec-
tion of cancerous tumors to process mammo-
gram image. Moreover, Woods et al. [10] used 
KNN algorithm for classification of differ-
ent parts of mammographic images. In 2000, 
Verma and Zakos proposed CAD system for 
detection and classification of masses and tu-
mors in digital images [11]. Sharma et al. [12] 
classified different parts of mammographic 

images using watershed technique, which is 
commonly used for topography contour. Cas-
cio et al. were also able to locate cancerous 
masses by means of shape structure searching 
[13]. In their method, neural network was also 
used to classify the type of malignancy and le-
sion in breast cancer.  In 2008, Robottino et 
al. [14] using topography contour, were able 
to separate various masses of breast cancer 
in mammographic images. The extraction of 
tissue of breast cancer by means of the algo-
rithm used for dividing different areas of the 
image based on contrast and intensity of mam-
mographic images was carried out by Bank-
man et al. [15]. However, few methods have 
been proposed for segmentation of cancerous 
tumors based on different image processing 
techniques and K-means clustering so far. In 
most methods, including clustering and the 
methods based on pixel property of the im-
ages, the detection system is slow and time 
consuming. Clustering is one of the simplest, 
and has been widely used in segmentation of 
grey level images. Clustering techniques have 
received attention in many fields of study such 
as engineering, medicine, biology and data 
mining [16]. Also researchers use feature ex-
traction method based on wavelet analysis. 
Wavelet transforms have been shown to be 
good tools for extracting information about 
texture [17]. Computer-aided classification 
system was used to help in diagnosing abnor-
malities faster than traditional screening pro-
gram without the drawback attribute to human 
factors [18]. 

Some methods such as ROI are imprecise in 
extraction of cancerous masses. Despite hav-
ing an acceptable performance, other methods 
suffer from shortcomings such as inappropri-
ate selection of threshold, low sensitivity, high 
FP errors, loss of image data during edge de-
tection, variability in position, size and shape 
of masses and unreliability in detection of can-
cerous tumors. 
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Material And Methods
In this paper, an algorithm based on adaptive 

K-means and discrete wavelet transform, the 
selection of appropriate threshold for partial 
segmentation of the image and edge detection 
technique has been used. Figure 1 shows the en-
tire process. Using 120 sample mammograph-
ic images taken from mini-MIAS and DDSM 

databases [19,20] we tested three factors of 
accuracy (AC), specificity (SP) and sensitivity 
(SE). The images taken from DDSM database 
were in LJPEG format, scanned in Gray-Scale 
with 50 microns size. The resolution of these 
images was 200 micrometers. Moreover, the 
images taken from the mini-MIAS database 
were characterized by 8-bit depth, 200 mi-

Figure 1: Implementation of the proposed algorithm

crometers resolution and 1024×1024 dimen-
sions. The image dimension was changed into 
256×256 pixels.

Pre-Processing Step
Medical images provide valuable informa-

tion about masses, especially when the mass 
is not centralized in contour tissue. In many 
image-processing techniques, De-noising 
is used as a preprocessing step, and analysis 
tasks such as registration or segmentation are 
used to reduce the random noise produced 
in the acquisition process [21]. Images from 
various modalities need to be De-noising as a 
pre-processing step for many planning, navi-

gation, detection, data-fusion and visualiza-
tion tasks in medical applications. CT slices, 
for example, are often corrupted by the noise 
produced during acquisition or transmission 
[22]. Radiologists need a noise free image to 
detect the place and position of the masses. 
Median filter is a non-linear filter that is used 
to eliminate impulse noises.

Salt-and-pepper noise appears when there is 
an inappropriate function of glass sensor cells, 
memory cells errors and the synchronized er-
rors at the point of digitization or data transi-
tion. The main function of this filter is to use 
the neighbor pixels of the target pixel during 
which a mask pads all pixels. While a pixel 
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is processed, all neighbor pixels are organized 
based on intensity of pixels ascend. Then, the 
intensity of median element of the organized 
numbers is selected as a new pixel. Wiener fil-

ter is used to remove the blurring and noise 
from images with high level of obscurity. Fre-
quency response of this filter is calculated ac-
cording to (1):

 

Figure 2: (a) Original image with 8% noise and 36% blurring, (b) the output of winner filter with-
out noise and (c) the blurred image after reducing the noise.
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Where ɳ is the noise power, N is the white 
noise and ( , )B u v   is the complex conjugate of  

( , )B u v . Thus, the component of the Discrete 
Fourier Transform (DFT) of the B variable is 

( , )B u v . In figure 2 the pre-processing step is 
applied on mammogram sample which has 8% 
noise and 36% blurring. 

Discrete Wavelet Transform
Wavelet transform is defined both for dis-

crete Fourier transform and continuous trans-
form. Having numerous applications, these 
transforms, occur in one-dimensional and 
two-dimensional spaces. 

In the two-dimensional discrete wavelet 
transform, an image treated as a matrix, each 
row or column is considered as a signal that 
its amplitude is the brightness of pixels in that 
certain row or column. With the application of 
one-dimensional discrete wavelet to each row, 
and fixation of columns, parallel signals will 

be achieved. Then, assuming the constancy of 
rows, this procedure is applied to all columns 
again and as a result, the rows with a rate of 
2 are sampled [23]. With the break of two-
dimensional discrete wavelet transform into 
four components of approximate coefficients 
at j level, it can be inferred that the approxi-
mation is transformed into j+1 level and three 
other levels, i.e. horizontal, vertical and diago-
nal levels. To obtain the two-dimensional dis-
crete wavelet transform, we first need to build 
the wavelet series expansion function and the 
scaling function according to (2) [24]:

( ) ( ) ( ) ( )
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0

,( )
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k j j
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Where is j0 the arbitrary starting scale, Cj0 (k) 
is scaling coefficients or approximation and 
dj(k) is the partial wavelet coefficients of the 
wavelet. The expanded coefficients are calcu-
lated according to (3) and (4) as follows: 

( ) ( ) ( ) ( ) ( )
0 0, 0,

,
k kj j jC k f x x f x x dxϕ ϕ= = ∫    (3) 

( ) ( ) ( ) ( ) ( ), ,,j j k j kd k f x x f x x dxψ ψ= = ∫    (4) 
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If the function is expanded to a series of 
numbers, then it would resemble the f(x) con-
tinuous form. The resulted discrete wavelet 
transform coefficients are called f(x) .Thus, 

with the expansion of this series, the final 
transform of discrete wavelet using (5), (6) 
and (7) would be:

 

Figure 3: The two-dimensional discrete wavelet transform in four directions for mammographic 
image.
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In two-dimensional space, the two-dimen-
sional scaling wavelet function φ(x,y) and 
three two-dimensional wavelet functions in-
cluding ψv(x,y) and ψh(x,y) are required. If an 
image is decomposed into n levels of the ba-
sic functions, in that case, its stage 1 involves 
high-frequency components while its n stage 
involves low frequency component. Discrete 
wavelet transform coefficients will be de-
composed according to the frequency range 
of each basic function, carrying the local data 
of the original image. In figure 3, the two-di-
mensional discrete wavelet transform in four 
directions for mammographic image is shown.

Adaptive K-means clustering
Unsupervised learning is closely associated 

with the problem of density estimation in sta-
tistics [25]. The clustering process is classified 
among unsupervised techniques based on the 
fact that samples in the data space lack any in-
formation regarding their belonging to a spe-
cific cluster [26]. The K-means algorithm is an 
iterative algorithm that is used to partition an 
image into K clusters. The objective function 
was to obtain the minimum distance between 
the classes, or basically between the image 
pixels. Let 1 2( , ,..., )n nX x x x  where each com-
ponent is a d-dimensional real vector and this 
algorithm attempts to partition the n compo-
nents (or observations) into k sets 

1 2{ , ,..., }kS S S S  with k<n, so as to minimize 
the within cluster sum of squares in (8):

          2

1
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where μi is the mean points in Si. Given an 
initial set of k means (1) (1) (1)

1 2, ,..., km m m , which 
may be specified randomly, and according to 
Hamerly et al [27], the Random Partition 
method is generally preferable for algorithms 
such as the k-harmonic means and fuzzy k-
means to initialize the parameters. For expec-
tation maximization and standard k-means al-
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gorithms, the Forgy method of initialization is 
preferable. The algorithm proceeds by alter-
nating between two steps [28]:

Assignment step: we assign each observa-
tion to the cluster with the closest mean and 
define it as (9):

( ) ( ) ( ){ : 1 }t t t
p p pi i jS x x m x m j k         (9)

Where each xp is assigned to exactly one S(t). 
Update step: the new means to be the cen-

troids of the observations in the new clusters is 
calculated as follows (10):

         
( )

( 1)
( )
1

t
j i

t
ji t

x Si

m x
S





            (10)

Image pixels are classified based on the 
brightness intensity. The frequency of bright-
ness intensity of images (histogram) has been 
used to select the appropriate number of secre-
tions. Based on this classification, pixels can 
be divided into a maximum of 255 clusters. 
Here, based on results obtained from Ray and 
Salvador, the number of proposed clusters was 
between 4 and 7. In image segmentation, the 
choice of K is not critical because the adapta-
tion of the intensity functions allows the same 
region type to have different intensities in dif-

ferent parts of the image. We used Ray [29] 
and Salvador [30] techniques to determine the 
optimum number of the clusters in proposed 
k-means clustering in color images segmen-
tation. The distance of intra-cluster, which is 
simply the distance between a point and its 
cluster center (DBPC), and inter-cluster or the 
distance between clusters (DBC), are mea-
sured according to (11) and (12) respectively:

        2

1

1

i

K

i
i x C

DBPC x z
N = ∈

= −∑∑           (11)

2
min( )i jDBC z z  i = 1,2,...,K-1,  j = i+1...,K (12)

Where in (16), N is the number of pixels in 
the image, K is the number of clusters, and zi is 
the cluster center of cluster Ci and in (12) zj is 
the cluster that is compared to zi. We obviously 
desire to minimize (11) and take the minimum 
of (12) value. Finally, we define the ratio as 
Validity=DBPC/DBC in which the goal is to 
minimize the intra-cluster distance, and con-
sequently the Validity measure, as well as the 
inter-cluster distance measure. We compare 
the results obtained from the proposed method 
based on adaptive K-means to select the num-
ber of clusters and handy choice in figure 4.

 

Figure 4: (a) Pre-processing image, (b) output of DWT, (c) applying adaptive K-means (K=6) and 
(d) handy choice of K (K=9).

Haddadnia J et al

98



J Biomed Phys Eng 2013; 3(3)

www.jbpe.org

AZAccuracyF-Measure
Like to TumorsTumorNo.

 Images
Databases

NFPNTNNFNNTP

0.9131 (±0.01)0.9423 (±0.02)0.8965 (±0.07)23611353Age>40
Mini-Mias

0.9268 (±0.06)0.9444 (±0.06)0.9333 (±0.01)1100717Age<40
0.9011 (±0.04)0.8974 (±0.02)0.8571 (±0.04)22321239Age>40

DDSM
0.9085 (±0.01)0.9090 (±0.09)0.9090 (±0.03)051511Age<40
0.9123 (±0.03)0.9233 (±0.048)0.8915 (±0.04)57443712044.3±6.2Total

Table 1: Implementation of the system and the results of the evaluation

Combining the white range of edge 
image with the output of adaptive 
K-means 

By concerting the intensity of edge color 
range into the central rang of tumor growth, 
the location of disease is revealed to the physi-
cian. Then, using the matrix obtained from the 
mass, which falls in logical or binary matrix 
class, we will turn to the image after pre-pro-
cessing or applying K-means.

If this image is called I and the matrix of the 
segmented colored tumors is t, then, according 
to (13) we will have:

                     I (t) =0                  (13)
Thus, all the elements of I matrix, which are 

corresponding to the zero elements of t, re-
main and the rest of elements become zero. 

Experimental Results
Three assessment factors proposed to evalu-

ate the accuracy of tumor detection are calcu-
lated according to the following equation. Tra-
ditionally, accuracy has been one of the key 
measures for evaluating the tumor segmenta-
tion results. For a binary classification, this 
measure is defined as:

    ( ) 100p n

p n p n

t t
accuracy

t t f f


 
  

      (14)

Where tp and fp indicate true and false posi-
tives respectively, while tn and fn show true and 
false negatives. The unbiased F-measure, on 
the other hand, is given by:

          1
precision  recall2.
precision +recall

F 
          (15)

Where precision and recall are defined as:

    precision , recall =p p

p p p n

t t
t f t f


 

       (16)

Table 1 includes the mean F-measure, accu-
racy and the area under the ROC curve (Az) 
for each database with the corresponding stan-
dard deviation given in parentheses (Age>40 
and Age<40). The patients had already been 
diagnosed with the breast cancer by radiolo-
gist and specialists, thus the presence of ma-
lignant tissues in images was obvious. 

Of these people, 92 were over 40 and the 
rest were under 40 with the means age of 
52.5±9.3 and 33.5±5.7 respectively. Of to-
tal 120 mammographic images, no disease 
was detected in 79 images and the existence 
of tumor was confirmed in 41 patients. Of 79 
images of the healthy tissues, the proposed 
system was wrong in 5 cases. Of 41 images, 
which revealed disease and contained malig-
nant tumors, the proposed system was wrong 
in 4 cases. In the rest of images, the position 
of cancerous tissues was accurately detected. 
Evaluating factors were implemented sepa-
rately on both databases and the average accu-
racy, sensitivity and specificity were calculat-
ed. Three final factors were calculated for each 
database in average. Overall, the accuracy, 
sensitivity and specificity were respectively 
92.33%, 90.24% and 93.67%. The proposed 
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system was quite successful in segmentation 
of tumors. All methods mentioned in Table 
2 used the images taken from mini-Mias da-
tabase. The proposed method, however, was 
implemented on DDSM.

Figure 5 presents ROC curves for the pro-
posed system for 60 randomly selected mam-
mography images (30 containing cancerous 
tumors and 30 normal tissues) in two ranges 

(Age>40 and Age<40 conditions). High accu-
racy and low false positive rate in segmenta-
tion distinguish this method from other tech-
niques used for detection of the breast cancer 
in mammograms. Figure 6 presents the over-
lapping percentage of the proposed method 
with the diagnosis of the physicians and radi-
ologists, which is approximately 78%, while 
both CQ and SRGA have overlapping per-

 

Figure 5: ROC curve in two ranges (left- Age>40), (right- Age<40).

Haddadnia J et al

Techniques AC SE SP
Rabottino [14] 91.32% 88.34% 93.38%
B. Zheng [31] 90.68% 85.00% 91.96%
Maitra [34] 92.32% 96.00% 94.06%
Sheng [35] 91.76% 84.20% 88.36%
Yang [36] 91.41% 90.12% 89.25%
Patel [37] 91.00% 89.69% 88.16%
Proposed Algorithm 92.33% 90.24% 93.67%

Table 2: Comparison of the proposed system with valid segmentation methods
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Figure 6: The distribution of the overlapping percentage for CQ, SRGA and the proposed algo-
rithm.

centage of 50% and 57% respectively. Kappa 
coefficient shows the reliability of the system 
performance which is introduced in (17).    

2( )
( )( ) ( )( )

TP TN FN FP

TP FN TN FN TN FP TP FP

N N N N
K

N N N N N N N N



    

 (17)

The results indicates Kappa=84.65% which 
is suitable for system performance. The low 
PPV and high NPV of the system (reliability 
coefficient for clinical specialists and the pa-

tient) is a guarantee of the system reliability 
and both clinical specialist and patients can 
trust its software and output. Such statistical 
difference is highly significant (P <0.01). As a 
practical example, the three-dimensional im-
ages below contain detailed information of the 
masses. Figure 7 shows two examples with 
three-dimensional disturbed input data. This 
technique is based on topography contour 
that could produce better results and improve 

 

Figure 7: Three-dimensional mammograms based on K-means and DWT
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segmentation. In figure 8, SRGA [34] and 
Color Quantization [38] methods have been 
displayed, though researchers usually prefer 
mammographic images for the segmentation 
of malignant tumors.

Conclusion
In this paper, a new method for segmenta-

tion of cancerous masses in mammographic 
images based on adaptive K-means clustering 
technique and discrete wavelet transform was 
proposed. Compared to other methods used 
for segmentation and detection of cancerous 
tumor such as thresholding, formal classifica-
tion or K-means clustering, the proposed algo-
rithm has the advantage of retaining the data 
and details of the original image. The high 

accuracy in detecting small cancerous masses 
also distinguishes this method from common-
ly used techniques. After testing 120 mam-
mographic images taken from two distinct 
databases, 93% accuracy and 91% sensitivity 
was achieved. Improving the accuracy, sensi-
tivity and specificity in future works and also 
implementing an efficient system suitable for 
all medical images is the goal pursued by the 
authors of this paper. The employment of this 
method in mammographic images broadens 
horizons for cancer detection and minimiza-
tion of human errors in medicine.

Conflict of Interest
None

Haddadnia J et al

 

Figure 8: (a) and (e) input mammographic images, (b) and (g) implementation of SRGA, (c) and 
(f) implementation of Color Quantization technique and (d) and (h) implementation of the pro-
posed system.
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