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ABSTRACT
Background: Brain tissue segmentation for delineation of 3D anatomical structures 
from magnetic resonance (MR) images can be used for neuro-degenerative disorders, 
characterizing morphological differences between subjects based on volumetric analy-
sis of gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF), but only if 
the obtained segmentation results are correct. Due to image artifacts such as noise, low 
contrast and intensity non-uniformity, there are some classification errors in the results 
of image segmentation.
Objective: An automated algorithm based on multi-layer perceptron neural net-
works (MLPNN) is presented for segmenting MR images. The system is to identify 
two tissues of WM and GM in human brain 2D structural MR images. A given 2D 
image is processed to enhance image intensity and to remove extra cerebral tissue. 
Thereafter, each pixel of the image under study is represented using 13 features (8 
statistical and 5 non- statistical features) and is classified using a MLPNN into one of 
the three classes WM and GM or unknown.
Results: The developed MR image segmentation algorithm was evaluated using 
20 real images. Training using only one image, the system showed robust performance 
when tested using the remaining 19 images. The average Jaccard similarity index and 
Dice similarity metric for the GM and WM tissues were estimated to be 75.7 %, 86.0% 
for GM, and 67.8% and 80.7%for WM, respectively.
Conclusion: The obtained performances are encouraging and show that the pre-
sented method may assist with segmentation of 2D MR images especially where cat-
egorizing WM and GM is of interest.
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Introduction

Image segmentation is the task of partitioning a digital image into 
multiple segments such that the pixels assigned to a region, with 
respect to some characteristic or computed property, are as similar 

as possible and the objects assigned to different clusters are as differ-
ent as possible. In medical imaging, the results of image segmentation 
can assist with locating tumors and other pathologies, measuring tissue 
volumes, studying anatomical structure and diagnosing several disor-
ders [1]. For example, brain tissue segmentation for delineation of 3D 
anatomical structures from magnetic resonance (MR) images plays an 
important role for several applications such as neuro-degenerative dis-
orders [2-3], characterizing morphological differences between subjects 
based on volumetric analysis of gray matter (GM), white matter (WM) 
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and cerebrospinal fluid (CSF) [4-6]. However, 
these are achieved only if the results of im-
age segmentation are correct. Because of im-
age artifacts such as presence of noise, low 
contrast and intensity non-uniformity (bias), 
there are some classification errors in the re-
sults of image segmentation. Consequently, 
image segmentation is still a challenging task 
in medical image processing [7].

In general, segmentation techniques applied 
to 2D structural MR images can be categorized 
as user-dependent method, semi-automatic or 
automatic. In the user-dependent methods, an 
expert manually identifies brain tissues in a 
given MR image using some basic techniques. 
Histogram thresholding [8-10], region grow-
ing [11], region splitting and merging [11], 
and edge tracing are example of these meth-
ods. Such methods are quite subjective, inac-
curate, related to the experience and skill of 
the operator.

Semi-automatic methods are more powerful 
than the manual methods and utilize many of 
the same techniques used in automatic meth-
ods to reduce the operator’s roles and ulti-
mately increase the accuracy of the segmen-
tation algorithm. Clustering-based methods 
[12-13], Markove model-based methods [14], 
algorithms developed based on deformable 
models [15-16] are examples of current semi-
automatic image segmentation algorithms. 
Although these methods are more robust than 
manual segmentation methods, their perfor-
mance still depends on their user defined pa-
rameters. For example, the performance of the 
clustering-based algorithms is related to the 
number of clusters and the initial centers of 
the clusters set by the operator.

With automatic methods, the process of 
identifying different regions of the brain in a 
given MR image is completed automatically.
These methods, in general, use the knowledge, 
information and rules provided by the experts 
to develop a robust automated algorithm for 
segmenting a given image. Rule-based meth-
ods, supervised classification-based meth-

ods, and methods developed based on shape 
models[17] are examples of automatic image 
segmentation based algorithms. The common 
issue of the above systems is that their accura-
cies are not high enough to be accepted as a 
reliable clinical decision support system.

Recently, artificial neural networks have 
been successfully applied for automatic im-
age processing [18].One particular application 
area where neural networks show promising 
results is segmentation of 2D cerebral MR 
images. Multi-layer perceptron have been ap-
plied successfully in some difficult problems 
by training them in supervised manner. In this 
paper an automated algorithm based on multi-
layer perceptron neural network (MLPNN) 
is presented for segmenting MR images. The 
proposed system is to identify two tissues of 
WM and GM in human brain 2D structural 
MR images.

Methods
The proposed algorithm contains three main 

stages: pre-processing, feature extraction and 
classification. The block diagram of the algo-
rithm is shown in figure 1. Detailed descrip-
tion of each step is provided in the following 
three subsections.

Pre-processing
Segmentation of the MRI images with a high 

degree of accuracy depends on several fac-
tors such as contrast between tissues, resolu-
tion between tissues, signal to noise ratio and 
intensity non- uniformity of tissue. Intensity 
non-uniformity is the changes in the intensity 
of the image that are due to non-uniformity in 
RF coil, non-uniformity in bias magnetic field 
in imaging system or the position of the sick 
during imaging that cause the same structure 
and anatomical tissue in the whole image from 
an intensity point of view to be different. This 
non-uniformity in general will reduce the ac-
curacy of segmentation results obtained using 
either manual methods or automatic methods. 
Consequently, before segmenting a given im-
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age, it must be first pre-processed to reduce 
the effect of the discussed artifacts. In this pa-
per the FSL software was used for correcting 
intensity non-uniformity. Figure 2 shows the 
correction of non-uniformity using the FSL 
software [19]. 

Non-brain tissue such as bones; muscles 
membrane and fat that may exist in a given 
MRI image can also reduce the accuracy of 
segmentation. Specifically, such tissues reduce 
the accuracy of the segmentation algorithm in 
correctly labeling white matter tissue in the 
image under study. Therefore, these tissues 
must be removed from the image. In this paper 
all non-brain tissues and skull are stripped by 
bet software integrated in FSL [20].

tween WM and GM tissues. In this work, both 
statistical and non-statistical features are used 
for this purpose. For a given pixel (x,y) in the 
image with  gray level I(x,y) eight statistical 
features and five non-statistical features were 
estimated from a (2K+1)×(2K+1) sliding win-
dow centered around the pixel. Following are 
the description of each feature.
Statistical Features
Statistical features in fact represent the sta-

tistical parameters of the intensity of a given 
pixel. Both first order statistical features and 
second order statistical features are employed 
here. Intensity, mean, median and standard 
deviation are the first order statistical features 
used in this paper. In terms of second statis-
tical features, energy, contrast, entropy and 
correlation are the features employed [21]. 
These features in fact compare the difference 
between the intensity of the target pixel and 

Figure 1: Block diagram of the proposed 
method

 

Figure 2: Correcting intensity non-uniformi-
ty. (a) Original image, (b)Correction of non-
uniformity using the FSL software.

Feature Extraction
Thirteen features were used to represent 

each pixel of the given image and ultimately 
for classification purpose. Features are used 
based on their capability to discriminate be-

 
 
 
 
 
 
 
 
 

                                  (a) 
 
 
 
 
 
 
 
 
 
 
 
 

                                (b) 

 

                                                                                   

 

                                                                                   

117



J Biomed Phys Eng 2013; 3(4)

www.jbpe.org
that of the pixels in a specified region.

Pixel intensity mean, and standard devia-
tion: the mean (µ) and standard deviation(σ) 
features for each pixel are calculated as:
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where k specifies the size of the window.
Energy is the performance index for image 

uniformity that is a good quality to manifest 
the disorder and entropy in the image. If it 
grows to increase, it means that the intensity 
will be changed slightly. 
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Contrast expresses the rate of local changes 
in the image. The high value of the contrast 
expresses the high local changes in the region 
of the interest. 
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Entropy is a statistical measure of random-
ness. This parameter is estimated as:
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Correlation is another parameter used to 
measure randomness in a given image. This 
parameter can also be used to estimate the 
similarity between a given pixel and other 
pixels of the image.  Correlation is zero in ran-
dom images.
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where μx, μy, σx and σy are estimated using the 
following four equations.
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Non-Statistical Feature
For non-statistical features, the first and sec-

ond order geometric moment that are widely 
used in image processing, pattern identifica-
tion and artifact recognition were employed. 
The geometric moment of (p+q) order for a 
given pixel located at (x,y) in the image is cal-
culated by Equation 11 in which L, M, N are 
the dimensions of the image[22-23]. 

( ) ( ) ( , ) , , 1, 2,...
k k

p q
pq

m k n k
m x m y n I x m y n p q

=− =−

= + + + + =∑ ∑ (11)

Classification
A multi-layer Perceptron Neural Network 

(MLPNN) were used to estimate the class la-
bel of a given pixel and ultimately determine 
WM and GM tissue in the given image.

A key point in developing a classifier using 
MLPNN is determining the number of neurons 
in the hidden layer. High number of this param-
eter causes over fitting of the trained system 
and consequently high generalization error. In 
contrast, low number of neurons in the hidden 
layer decreases the complexity of the network 
and prevents over fitting of the network, but 
the trained network may not provide high ac-
curacy value. In this work, this parameter was 
estimated using cross validation method. Test-
ing error for different values for the number of 
neurons in the hidden layer was estimated and 
the value that provided the minimum testing 
error was chosen. In this work, the MLPNN 
with 50 neurons in its hidden layer performed 
the best. The MLPNN employed was trained 
by using back propagation algorithm [24].

Quantitative Evaluation 
As with any supervised image segmentation 

algorithm, training and testing a developed 
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MRI image segmentation algorithm requires 
reference data (i.e., images whose WM and 
GM are determined). 

For this work, the brain MRI data of 20 
normal individuals provided by the morpho-
metric analysis center at a public hospital in 
Massachusetts are employed. These images 
along with their segmentation results provided 
by specialist are available at http://www.ni-
trc.org/projects/ibsr. This data base known as 
IBSR data base includes real MRI images that 
cover different levels of challenges and arti-
facts of image segmentation such as the low 
contrast of the image, brain images with small 
volume of brain and also significant intensity 
non- uniformity.

Considering the segmentation results pro-
vided by the experts as gold standard, the 
quantitatively assessment of the accuracy 
of the proposed method was done using two 
commonly used measures: Dice similarity in-
dex (DI) [25] and Jaccard similarity index (JI) 
[26]. The similarity metrics represent overlap 
between segmented tissues (A) and corre-
sponding ground truth (G).

         ( )
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Results and Discussion
The developed MLPNN-based image seg-

mentation system were trained using one im-
age of the 20 images discussed in the previ-
ous section and were tested on the remaining 
images. Out of these images an image which 
has the best signal to noise ratio was used for 
training the MLPNN and the rest of the im-
ages were used for testing. In fact, the network 
was trained using easy-to-segment image and 
was tested using difficult-to-segment images. 
The presented results were obtained with a 
MLPNN having three layers and 50 neurons 
in its hidden layer. The network was trained 

using back propagation algorithm. The param-
eter K was set to 1, i.e., a square 3×3 window 
was used in estimating the feature values for 
a pixel. The values for these two parameters 
were found experimentally.

The performance of the developed MRI im-
age segmentation system is summarized in 
table 1. As shown, overall, the developed sys-
tem performed well in correctly determining 
GM and WM in the images used. For most of 
the images used, the DI performance index is 
greater than 80.0% which shows that at least 
80% of the pixels in these images were cor-
rectly classified by the developed system.

Figures 3 and 4 show the application of the 

An Automated MR Image Segmentation System

Table 1: The performance of the proposed 
method applied to several images of the 
IBSR Data base

 DI (%) JI (%)
Image GM WM GM WM
100_23 91.7 85.0 84.7 73.9
111_2 84.9 82.3 73.8 70.1
191_3 88.1 83.6 78.7 71.8
202_3 90.3 85.0 82.3 73.9
110_3 83.9 78.9 72.4 65.2
112_2 82.2 78.3 69.7 64.2
17_3 88.5 82.4 79.3 70.0
12_3 85.9 82.2 75.2 69.7
11_3 86.2 82.0 75.7 69.5
15_3 85.4 78.0 74.5 64.0
16_3 80.6 75.7 67.6 60.9
205_3 84.8 82.5 73.6 70.2
13_3 90.5 86.2 82.7 75.7
5_8 84.2 73.1 72.7 57.6
7_8 87.9 82.9 78.5 70.8
6_10 80.6 76.1 67.5 61.4
2_4 86.6 80.7 76.4 67.6
4_8 86.8 78.1 76.7 64.0
8_4 87.1 81.2 77.2 68.2

Mean 86.1 80.7 75.7 67.8
STD 3.1 3.5 4.7 4.9
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proposed method for brain tissue segmenta-
tion to a selected slice of the image of subjects 
13_3 and 202_3, respectively. As shown, the 
proposed system performed well in identify-
ing WM and GM and the obtained results are 
close to that provided by the expert.

Conclusions
Segmenting an MRI image may results in 

some classification errors and ultimately de-
termining GM and WM in a given image 
mainly due to image artifacts such as presence 
of noise, low contrast and intensity non-uni-

formity. Such errors may mislead the special-
ists who use the image segmentation results 
for either clinical or research purpose; There-
fore, developing a robust image segmentation 
algorithm is still a demanding task in medical 
image processing. In this paper, an automated 
MRI segmentation algorithm to identify GM 
and WM in a given MRI image is presented. 
The system estimates the class label of each 
pixel in a given MRI image using a MLPNN 
that is fed by thirteen features (8 statistical and 
5 non-statistical)  representing pixel. The ef-
fectiveness of the developed MR image seg-

Amiri S et al

 

 

    (a) Original image 

(b) Manually segmented GM and WM 

                                 ( c) Segmented GM and WM using proposed method 

          
            Figure 3: Segmentation results for MR image ISBR_13_13. (a) original image, (b) manually seg-

mented,  and (c) segmented using the proposed method.
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((a) Original image 

 

                                              (b) Manually segmented GM and WM 

 

                                 (c) Segmented GM and WM using proposed method 

            
          

Figure 4: Segmentation results for MR image ISBR_202_3. (a) Original image, (b) manually seg-
mented,  and (c) segmented using the proposed method.
mentation algorithm in identifying WM and 
GM in 2D slice of human brain structural MR 
images was evaluated using 20 real images. 
Training using only one image, the system 
showed robust performance when tested using 
the remaining 19 images. The average Dice 
similarity metric and Jaccard similarity index 
for the GM class was estimated to be 86.0% 
and 75.7 %, respectively. Likewise, for the 
WM tissue the achieved average Dice similar-
ity metric and Jaccard similarity index were 
80.7% and 67.8% respectively. The obtained 
performances are encouraging and show that 
the presented method may assist with segmen-

tation of 2D MR images especially where cat-
egorizing WM and GM is of interest.
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