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Introduction

Status epilepticus (SE) is a neurologic disorder with high mortal-
ity and morbidity; defined as a long time and non-stopping sei-
zure, or two or more discrete seizures without complete recovery 

of consciousness between them [1, 2]. Some studies have reported that 
the duration of seizure lasts 20-30 minutes, but others have said more 
than 5 minutes [3]. The risk of this clinical situation is its long attacks 
since experiments on the brains of adult monkeys have indicated that 
a continuous attack lasting for about 45 to 60 minutes is sufficient to 
damage the nerve cells [4]. Owing to high mortality and morbidity of 
SE patients, there is an essential need to intelligent approaches to de-
termine the prognosis of these patients at the time of discharge, one of 
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which is data mining. Data mining is an ana-
lyzing process of the data obtained from dif-
ferent perspectives by summarizing it to new 
useful information. On the other hand, in spite 
of the fact that it is a way with the least user 
intervention, it is able to express the logical 
relations between data [5]. One of the most 
accurate and reliable techniques of data min-
ing is Artificial Neural Network (ANN) which 
solves the problems with no algorithmic so-
lution or very complex algorithmic solution. 
Despite its high accuracy, ANN is known as 
a black box and can’t express and interpret 
the behavior of the model and the reason of 
prediction [6]. In recent years, many studies 
have been carried out on rule extracting from 
ANN [6]. They first selected the appropriate 
structure for the network and trained it and 
then pruned the created model to reduce the 
connections and neurons. Next, the outputs of 
the hidden layer are discretized in order to be 
extracted from them and finally pruned and 
generalized the specific rules. The use of ANN 
in neurology includes analysis of Electroen-
cephalography (EEG) signals test for seizure 
detection because the evaluation of these sig-
nals is very time-consuming and tedious. [4, 
7, 8]. We found a study about SE prognosis 
based on the clinical symptoms by using intel-
ligent approaches that it evaluate the underly-
ing etiologic factors of epilepsy patients and 
predict the prognosis of these patients by us-
ing a Multi-Layer Perceptron Neural Network 
(MLPNN) based on risk factors. The results 
showed that the most important risk factor of 
epilepsy was related to some items, including 
the febrile seizure, the parents’ kinship, the 
history of epilepsy in relatives and the history 
of head trauma. The correct prediction rate for 
detection of the prognosis was 91.1% by using 
the MLPNN algorithm [9]. Moreover, there 
are some studies based on statistical methods 
[10-13]. In these statistical studies, the fre-
quency of symptoms for each group has only 
been introduced, and none of them are based 
on prognostication. 

However, many studies were carried out 
about SE in Iran, particularly in pediatric pa-
tients [14-17], there is a gap for adults [10, 
18] The proposed method in this paper pro-
vides concise rules instead of existing weights 
in network structure, which is easily checked 
by an expert, and finally presents a new per-
spective of the data to system users. In fact, 
this study aims to determine the prognosis for 
adult patients with SE and the most important 
causes of the seizures via interpretable ANN, 
through symptoms without results of the EEG 
or Magnetic Resonance Imaging (MRI) test 
like some other studies [13]. 

The proposed method has been tested by 
some well-known UCI Machine Learning 
Repository datasets. Therefore, an applica-
tion was proposed to manage SE patients data 
and determine the prognosis of their outcome 
on discharge time with ANN approach in this 
study. Next, we generated a set of rules similar 
to the approach proposed by Kamruzzaman et 
al., [6].

Material and Methods
In this descriptive-analytic study, the major 

steps of the proposed method are summarized 
in Figure 1 and explained further in subsec-

Figure 1: Flowchart of the proposed method
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tions.

Data collection and preprocessing
The subjects of this study were the adult 

patients with SE (either convulsive or non-
convulsive) who were admitted in Nemazee 
hospital (Shiraz, south of Iran) during January 
2006 to February 2012. This research is car-
ried out on patients’ records, retrospectively. 
The data were recorded after admission of SE 
patients, during the hospital course by a daily 
questionnaire. The patients may be discharged 
or died by now. The medical research ethics 
committee of Shiraz University of Medical 
Science approved the study protocol (approv-
al number: 55-4082). The duration of seizure 
in these patients was at least 20 minutes or at 
least two seizure attacks without returning to 
normal level of consciousness between them 
for convulsive SE (the definition of SE at that 
time); furthermore, clinically unrecognized 
seizure by evidence of SE in EEG for non-
convulsive SE. These data include 134 records 
and 12 fields including gender, age, duration 
of epilepsy, the cause of the epilepsy, seizure 
occurrence in the last six months, prior medi-
cation, status type, etiology, course of disease, 

seizure-controlling drugs, duration of the hos-
pitalization and patients outcome on discharge 
with four values of mortality, severe disability, 
moderate disability and good recovery. The 
patient’s outcome on discharge was based on 
Glasgow Outcome Scale (GOS) which is a 
scale to divide patients with brain injuries into 
five groups such as death, persistent vegeta-
tive state, severe disability, moderate disabil-
ity and low disability [19]. However, owing to 
the low count of patients in group 2, this group 
was merged with group 3. Indeed, patients 
were classified into three age groups, includ-
ing 19-39, 40-59, and ≥ 60 years. Although, 
134 instances are insufficient for data mining 
techniques, we wanted the results be based on 
the real statistics in Iran. Thus, we didn’t simu-
late instances. Table 1 shows the collection of 
the attributes with a set of the possible values.

In order to use the ANN, all data must be 
converted from nominal status to numerical 
status. Therefore, each value of each field is 
converted to a number. Then all the values 
were normal in the interval [0, 1] through 
Min-Max method as described in Equation 
(1), since the ANN training is very sensitive 

Attribute Name Values
Gender Male, Female

Age, (years) (19-39), (40-59, (60 and more )
Duration of Epilepsy (years) (0), (≤5), (>5)

Cause of Epilepsy Secondary, Idiopathic, Unknown
Seizures in last 6 months Yes, No

Prior Medication Carbamazepine, Sodium Valproate, Phenytoin, Lamotrigine, Phenobarbital, Topir-amate
Status Epilepticus Type Convulsive, Myoclonus, Non Convulsive

Etiology
Medication Withdrawal, Metabolic Abnormalities, Tumor, Brain Infection, Trauma, Hypoxic, Cere-

bral Infarction, Cerebral Venous Thrombosis, Drug/Substance Abuse, Multiple Sclerosis
Course of Disease Acute, Non Acute

Seizure-Controlling Drugs Phenytoin, Depakin, Phenobarbital, Anesthetic, Others
Duration of Hospitalization (2-100) days

Glasgow Outcome Scale (GOS) Mortality, Severe Disability, Moderate Disability, Good Recovery

Table 1: The collection of the data and values
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and the mapping of inputs to outputs is totally 
dependent on the inputs.

( ) ( ) ( )min( )
max min( )

X XNormalize X NewMax NewMin NewMin
X X
−

= × − +
− (1)

Where min(x) and max(x) are the minimum 
and maximum values for x, respectively; and 
here, NewMax and NewMin are 0 and 1, re-
spectively.

Creating ANN architecture and mod-
el training

In this study, in order to create the ANN 
model, the Neural Network toolbox from 
MATLAB R2011a was used. Thus a 2-layer 
perceptron network was used, including 11 
inputs and 1 output neuron. To determine the 
number of hidden neurons and the training and 
transfer functions, the trial and error methods 
were used. As a result, the performance of 
the model for different settings was evaluated 
through Mean Squared Error (MSE) perfor-
mance function which is available in Equation 
(2):

2

1

1 ( )
N

i i
i

MSE t o
N =

= −∑                                (2) 

Where N is the total number of examples, ti 
is the desired output and oi is the actual output 
of the network. Therefore, the performance of 
the model was calculated by 4, 5, 6, …, 10 
neurons in the hidden layer. Owing to a lot of 
tests, choosing hidden neurons of 4 changes to 

10; the training network, with fewer than four 
hidden neurons, was not carried out properly; 
on the other hand, because of the low number 
of training samples, the network should not be 
larger than this. Moreover, data was divided 
into three portions, including 80% of data for 
training, 10% for validation and 10% for the 
test model. In order to have more reliability, 
10-Fold cross validation was also used. There-
fore, the data set was divided into ten subsets, 
and the training was repeated ten times. Each 
time, one of the ten subsets was used as the 
test set, and one of the other nine subsets was 
used as the validation set and the other eight 
subsets were used as the training set. Then the 
average MSE of all ten trials was computed.

The performance of the model with tansig 
and logsig transfer functions for hidden lay-
ers and traingdm, trainscg, trainlm, trainbr and 
trainrp training functions was calculated. Thus 
the results of the 700 iterations of the training 
are available in Table 2 and lead to using eight 
hidden neurons, the trainscg training method, 
tansig transfer function for hidden layers and 
linear transfer functions for output layer had 
the best performance and the least MSE equal 
to 0.0499.

Generating rules
There are different techniques for rule ex-

traction from ANN; one of which is decom-
position method, including analysis of each 

Training Function Trainrp Trainbr Trainlm Trainscg Traingdm

Transfer Function Tansig Logsig Tansig Logsig Tansig Logsig Tansig Logsig Tansig Logsig

The number 
of hidden 
neurons

4 0.0975 0.098 0.0844 0.0841 0.1403 0.1138 0.0948 0.098 0.1877 0.1055

5 0.1132 0.0969 0.0844 0.0841 0.1361 0.1556 0.0741 0.0947 0.2582 0.1163

6 0.0956 0.0966 0.0844 0.0841 0.2660 0.1103 0.0623 0.0959 0.3722 0.1236

7 0.1015 0.0963 0.0844 0.0842 0.3130 0.1156 0.0615 0.1038 0.2348 0.1263

8 0.1215 0.097 0.0844 0.0841 0.1058 0.2071 0.0499 0.1051 0.2777 0.1316

9 0.1051 0.1006 0.0844 0.0841 0.4266 0.1939 0.0632 0.1169 0.3793 0.1631

10 0.1158 0.0957 0.0844 0.0841 0.1773 0.3347 0.1027 0.1067 0.5806 0.1446

Table 2: The performance evaluation of the 700 iterations of the training
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hidden neuron and their connections, and fi-
nally aggregating the rules extracted at the 
individual levels from a composite rule set 
[20]. Therefore, after training the model, the 
network structure was analyzed and the acti-
vation value of each hidden neuron and the 
output neuron were calculated based on the 
inputs. This is done by Equation (3) and Equa-
tion (4).

1

( )
n

i i
i

net X W b
=

=∑                         (3)

( )O TransferFunction net=         (4)

Where in Equation (3), n is the number of 
inputs of each neuron, wi is the connection 
weight and xi is the input value of each neu-
ron, and b is the bias of each hidden and output 
neuron. Then in Equation (4), transfer function 
was applied on the last value. Next, the activa-
tion values of hidden neurons obtained in the 
previous step were discrete in order to create 
the rules. To do this, the values greater than 
and equal to 0.5 were considered to 1 and the 
others 0. Then for each hidden neuron, a truth 
table was formed whose inputs were the input 
values of database fed to the network. Then a 

logic function for each hidden neuron was cal-
culated in terms of inputs. The same thing was 
done for the output neuron, but this time, dis-
crete activation values of the hidden neurons 
were the inputs of the truth table. Finally, rules 
were generated by combining the two sets of 
rules and as a result the input mapping to out-
put was provided in human-readable form of 
a set of rules. This method was tested for the 
Exclusive-OR (XOR) function with two, three 
and four bits and provided accurate results.

To illustrate more, the rule generation pro-
cess for XOR function with two bits was ex-
plained. The arbitrary ANN structure consists 
of two input neurons, including X1 and X2 and 
three hidden neurons, including H1, H2, H3 and 
one output neuron and their biases.

The activation values of each hidden and 
output neuron were calculated according to the 
Equation (3) and Equation (4) and then were 
discrete. Then the truth tables were formed 
and logic function was calculated for each 
hidden neuron, separately. The results of this 
step are shown in Figure 2a. Then one the truth 
table was formed for output neuron in term of 
discrete activation hidden neurons. The results 

Figure 2: Generating rules for Exclusive-OR (XOR) Function. A: Calculating the logic function for 
each hidden neuron in term of input neurons; B: Calculating the logic function for output neu-
ron in term of hidden neurons; C: Generating rules for output neuron in term of Artifcial Neural 
Networks (ANN’s) input.
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of this step are shown in Figure 2b. Finally, all 
of obtained rules were combined. This combi-
nation is shown in Figure 2c.

On the other hand, the extracted rules for 
XOR function for two bits were interpreted as: 
If (X1=1 and X2=0) Or (X1=0 And X2=1) Then 
O=1; Else O=0.

Pruning and generalization rules
The extracted rules were completely specif-

ic. Therefore, generalization was made to cov-
er the new training examples. After generating 
the rules, some of the rules that led to misclas-
sification were pruned and then the rules of 
each class were generalized by the proposed 
algorithm in this paper as shown in Figure 3.

As shown in Figure 3, the proposed algo-
rithm gets the set of extracted and pruned rules 
R as inputs and S is rule of each class which 
we have four of them. Then inconsistent val-
ues of conditions or attributes s of rules in S 
become consistent or general, separately. To 
do this, each rule in S named d is checked. For 
each attribute ai in S, if ai is a binary attribute 
and is inconsistent with ai in d, ai will be re-
moved from S. For example, gender, seizures 
in last six months and course of disease are 
binary and also if they have inconsistence val-
ues, they will be removed. For each attribute 

ai in S, if ai is a numeral attribute and greater 
or lesser than ai in d, the data range of ai in S 
will be expanded. The numeral attributes are 
age, duration of epilepsy and hospitalization. 
For example, hospitalization has a variety of 
values for different instances in each class and 
after the generalization, the data range is ex-
panded for example between 20 and 40 days. 
For each attribute ai in S, if ai is a categorical 
attribute, ai in S will be replaced by some of the 
most frequent items. The categorical fields are 
made due to epilepsy, prior medication, status 
epilepticus type, etiology, seizure-controlling 
drugs. With generalization, some (at most 
three) values of the most frequent items for 
each class are extracted. For example, medi-
cation withdrawal and hypoxic are finding as 
the most frequent items for the etiology field.

Integration of all systems
To easily use the proposed method to prog-

nosticate and identify the most important fac-
tors by physicians, an application was devel-
oped. In fact, this application uses the weights 
of the trained network and extracted rules.

Results
The obtained results in this study consist of 

two parts, including the results of the model 

Figure 3: The proposed algorithm for rules generalization
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training in prognostication and the extracted 
rules which are described below.

The results of the model training 
in prognostication

Training automatically stopped when gen-
eralization ceased improving as indicated by 
an increase in MSE of validation samples. The 
results of applying the ANN methodology to 
distinguish between different outcomes of the 
patients with SE showed very good capabil-
ity of the network to learn the patterns cor-
responding to symptoms of the patients with 
MSE 0.05. The network was simulated in the 
testing set (i.e. cases of the network has not 
seen before). The results were satisfied; the 
network was able to be classified by MSE 
0.12. Moreover, the best validation perfor-
mance was 0.125 at epoch 237 as shown in 
Figure 4.

In Figure 4 the blue, red and green lines are 
representing a decrease MSE data for training, 
testing and validation data, respectively. The 
high proximity of the validation and testing 

lines is related to good data distribution and 
good training of the network [21]. To prove 
this, the confidence interval (CI) for validation 
and testing data was calculated by an accuracy 
of 99%. In every line, there were 13 instances 
according to the distribution of data. We cal-
culated the mean performance of trained sam-
ple (using the perform command in MAT-
LAB), standard deviation and t-test due to the 
13 instances. Then the confidence intervals 
were calculated with 99% accuracy. The goal 
of this work is to investigate proximity of two 
lines at epoch 237, where the training is 
stopped. If the obtained CI for two lines over-
lap, it could be said that lines are not different, 
with 99% confidence and are quiet proximate. 
The calculation of the CI with t test was per-
formed through Equation (5) and the calcula-
tions of the CI for the testing and validation 
lines are available in Equation (6) and Equa-
tion (7), respectively. Where in Equation (5) 
X  is sample mean of data, ( )s n÷  is standard 
deviation of data, α=0.01 for 99% confidence-

Figure 4: The best validation performance
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and n=13 is the count of samples.
 1 ; 1 ( )

2
Confidence Interval X t n s nα = ± − − × ÷  

  (5)

( )0.1372 3.055 0.2618 0.6626  0.9370TestSetCI = ± × = −   (6)

( )0.1259 3.055 0.1190 0.2376  0.4894ValidationSetCI = ± × = −   (7)

According to the Equation (6) and Equation 
(7), the whole of validation CI is in testing 
CI and this is quite overlapping of two lines. 
Therefore, it could be said that lines are proxi-
mate and the model was trained well. In this 
study, for further analysis of the model, accu-
racy, precision and recall measures were used; 
they are available in Equation (8), Equation 
(9) and Equation (10).

9 0.6923 100% 70%
13

tp tnAccuracr
tp fp fn tn

+
= = = × ≅

+ + +
(8)

3 1 3 2
3 2 5 3 0.6916 100% 70%

4
tpPrecisn

tp fp

+ + +
= = = × ≅

+
(9)

3 1 3 2
5 1 4 3 0.7541 100% 75%

4
tpRecall

tp fn

+ + +
= = = × ≅

+
(10)

Where in Equation (8), Equation (9) and 
Equation (10), tp, tn, fp and fn are true posi-
tive, true negative, false positive and false 
negative cases, respectively.

The results of the extracted rules
In this study, all feeding data on the ANN 

were converted to the rules as it was done for 
XOR function in section 2.3. Then the ex-
tracted rules were generalized by proposed 
algorithm in Figure 3 in 2.4 sections. All the 
gained outputs were in [0, 1] range. In order to 
produce understandable rules, all values were 
denormalized to the real and primary range by 
[1]. Then for nominal fields, the numeral val-
ues were converted to nominal values. More-
over, the rules were reformed in the form of 
If-then for easier understanding. These rules 
are available on the Figure 5a.

But, in Figure 5a can be seen some of the 

conditions have included all of the range and 
this are repeated in every four rules such as 
duration of epilepsy, cause of epilepsy, status 
type and hospitalization. Thus we can say that 
these conditions do not make differentiation 
between different groups and should be ig-
nored. By removing these four conditions, the 
final obtained rules are shown in Figure 5b. 
In addition, in Figure 5b, the difference in the 
order of the values for the conditions in vari-
ous rules cause to have the difference in their 
repetition rate such as prior-medication, etiol-
ogy and seizures-controlling drug. For exam-
ple, first group phenobarbital is more frequent 
than depakin and phenytoin as prior medica-
tion. However, different conditions don’t have 
any priority in comparison with each other.

Discussion
As shown in Figure 5b, the first rule is about 

the patients with mortality GOS. They include 
all of the adult patients with SE whose pre-
vious treatments had been phenobarbital, de-
pakin or phenytoin. Furthermore, the most 
important etiologies for this group were ce-
rebral infarction, brain infection and hypoxia, 
respectively, and seizures management was 
possible with anesthetic drugs, phenytoin or 
depakin. It should be noted that the use of an-
esthetic drugs as seizure controlling drug is 
more common in this group than other groups. 
Anesthetic drugs are the most aggressive med-
ications for status epilepticus and usually used 
for refractory kinds. Therefore, the more fatal 
underlying causes the more probable use of 
them. 

The second rule is related to patients with 
severe disability GOS. They include all adults 
with phenytoin and carbamazepine as previ-
ous treatments. The most important etiologies 
of their seizures were cerebral infarction, brain 
infection and drug withdrawal, respectively; 
the seizure was controlled by phenytoin and 
anesthetic drugs. It is cclear that in this group, 
the use of phenytoin as seizure management is 
more than anesthetic drugs in comparison with 
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the prior group.
The third rule is about patients with moder-

ate disability GOS. However, they also consist 
of all adult patients, this time previous treat-
ments include sodium valproate and carbam-
azepine. The most important etiologies for this 
group were antiepileptic drugs withdrawal, 

tumor and metabolic problems, respectively. 
Seizure management of this group was pos-
sible through Phenytoin, anesthetic drugs and 
phenobarbital. 

Finally, the fourth rule is for patients with 
good recovery GOS. They comprise those 
adults younger than 60 years with sodium val-

An Intelligent Rule-based System

Figure 5: The Result of the extracted rule set from the model. a: Primary extracted rules; b: Final 
extracted rules.
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proate and carbamazepine as previous treat-
ments. The most important etiologies of sei-
zure were antiepileptic drugs withdrawal and 
drug/substance abuse and their seizures were 
only controlled by phenytoin.

According to the description, it can be con-
cluded that there is less probability for younger 
patients to die and they usually recover. Previ-
ous treatments for people with high brain inju-
ries (i.e. groups 1 and 2), were mostly pheno-
barbital, depakin and phenytoin, and the other 
two groups who suffered less injuries had used 
sodium valproate and carbamazepine and also 
cerebral infarction (stroke) was identified 
as the main etiology for the first and second 
groups; thus it is considered as a poor prog-
nosis for those patients. Furthermore, drugs 
withdrawal and drug/substance abuse were 
identified as the main etiologies for the third 
and fourth groups, and it is a good prognosis 
for them. Since drug factors are preventable 
with practical education and awareness of the 
patients with SE, thus they can prevent from 
brain injuries.

It is noticeable that anesthetic drugs were 
mostly used to control seizures for people who 
died, and with decrease of the brain injuries, 
taking these drugs decreased. Therefore, for 
those who recovered, the use of these drugs 
is minimized. The relationship between age 
and outcome has been identified previously, 
and cerebral infarction (stroke) and drugs 
withdrawal were introduced as the main etiol-
ogy (Poursadeghfard et al., 2014) [10]. Above 
all, older patients had a higher risk of death 
in comparison with younger ones, and stroke 
and tumor were poor prognosis (Rossetti et 
al., 2006) [13]; however, Poursadeghfard et al. 
(2014) and Rossetti et al. (2006) did not say 
anything about prior medication or seizer-con-
trolling drugs.

Thus, the ANN method could be classified 
and predict with about 70% accuracy. Al-
though 70% accuracy may not be acceptable in 
the medical field, due to the nature of the prob-
lem and the shortage of data and also based 

on the results obtained from implementation 
other data mining algorithms such as Bayesian 
network and decision tree, i.e. random forest, 
which have great abilities to predict and gener-
ate rules, it could be argued that the proposed 
method has provided higher accuracy. The re-
sults of implementation of Bayesian network 
and random forest methods, on same data and 
10-fold cross validation in Weka software, are 
shown in Table 3. In the random forest meth-
od, the maximum depth of the trees was infini-
tive, and the number of trees generated was 10 
and the random number seed used was 1 and, 
in the Bayesian network, simple estimator was 
used for estimating the conditional probability 
tables of bayes network and also hill climbing 
algorithm was used for searching algorithm.

Therefore, according to the results of other 
data mining techniques in Table 3, we could 
say the ANN approach is better; but it is like-
ly that the combination of ANN with the cat 
swarms optimization (Yusiong, 2012) [22]. 
Algorithm will provide better results and it 
must be tested in the future works.

Bahare Danaei, et al

Method Accuracy 
%

Precision 
%

Recall 
%

ANN 70 70 75

Bayesian Network 51 50 50

Random Forest 46 45 45

ANN: Artifcial Neural Network

Table 3: Performance evaluation of some 
methods of data mining

Conclusion
In this study, an application was proposed to 

manage the SE patients’ data, and determine 
the prognosis of their outcome on discharge 
via an intelligent rule-based method, and also 
identify the most important influential factors. 
As noted previously, intelligent approaches 
about the SE included the analysis of EEG 
signals tests and there are not any intelligent 
methods based on the symptoms of the SE. 
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The proposed method was able to predict the 
outcome of patients with SE on discharge 
which is accurately close to 70%. Therefore, 
if the prognosis was poor, treatment would be 
more sensitive. In addition, the course of the 
disease, prior medication, seizure-controlling 
drugs and other etiology values were identified 
as important factors besides age, medication 
withdrawal and cerebral infarction (stroke) 
introduced finally, the ANN approach could 
provide higher accuracy than other methods 
of data mining.
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