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Introduction

The liver is one of the crucial body organs that as a part of the di-
gestive system has an irrefutable rule in the chain of digesting the 
dietary elements. This vital organ contains commonly hepatocyte 

which controls and regulates a high volume of biochemical activities, 
including synthesis and breaking complex and tiny molecules [1]. In 
relative methods for medical imaging, experts usually pay attention to 
find, assign the conditions, and monitor patients based on experience 

Original

ABSTRACT
Background: Nowadays, fatty liver is one of the commonly occurred diseases for 
the liver which can be observed generally in obese patients. Final results from a vari-
ety of exams and imaging methods can help to identify and evaluate people affected 
by this condition. 
Objective: The aim of this study is to present a combined algorithm based on 
neural networks for the classification of ultrasound ‎images from fatty liver affected 
patients.
Material and Methods: In experimental research can be categorized as a 
diagnostic study which focuses on classification of the acquired ultrasonography 
images for 55 patients with fatty liver. We implemented pre-trained convolutional 
neural networks of Inception-ResNetv2, GoogleNet, AlexNet, and ResNet101 to 
extract features from the images and after combining these resulted features, we pro-
vided support vector machine (SVM) algorithm to classify the liver images. Then the 
results are compared with the ones in implementing the algorithms independently. 
Results: The area under the receiver operating characteristic curve (AUC) for the 
introduced combined network resulted in 0.9999, which is a better result compared to 
any of the other introduced algorithms. The resulted accuracy for the proposed net-
work also caused 0.9864, which seems acceptable accuracy for clinical application.  
Conclusion: The proposed network can be used with high accuracy to classify 
ultrasound images of the liver to normal or fatty. The presented approach besides the 
high AUC in comparison with other methods have the independence of the method 
from the ‎user or expert interference.
Citation: Zamanian H, Mostaar A, Azadeh P, Ahmadi M. Implementation of Combinational Deep Learning Algorithm for Non-alcoholic Fatty 
Liver Classification in Ultrasound Images. J Biomed Phys Eng. 2021;11(1):73-84. doi: 10.31661/jbpe.v0i0.2009-1180.
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and profession. This way is usually personal 
and inaccurate [2]. Thus, implementing arti-
ficial intelligence (AI) approaches have been 
common to increment the accuracy of diag-
noses [3]. The AI and machine learning algo-
rithms made efforts that besides concentrating 
on different processes such as preprocessing, 
image segmentation based on color or texture 
specification, have activities on extracting fea-
tures and image classification. In this way, a 
special type of neural networks, called convo-
lutional neural network (CNN), shows a com-
prehensive success in the analyses and image 
recognition application. A variety of applica-
tions has been considered for these elements, 
including structural models, pattern recogni-
tion, and predictive procedures [4-7]. Basi-
cally, the learning algorithms operate based 
on existing characteristics for the system. On 
the other words, their operating goal is to learn 
the effective features of the existed data for the 
activities that this learning procedure is called 
deep learning [8]. In 2005, Cao et al. extract-
ed the features by the use of common fractal 
dimension specifications and texture’s edge 
co-occurrence matrix from ultrasound images 
and then used linear classification algorithms 
fisher and Support Vector Machine (SVM) to 
categorize liver texture to normal or abnormal 
[9]. Due to the desired performance based on 
the condition of acquired information, this al-
gorithm couldn’t extract generally all features 
and the classification is not based on whole 
dominant specifications of the images. In 
2012, Acharya et al. proposed a combinational 
algorithm to extract features of ultrasound im-
ages of the liver in which, the wavelet trans-
form method and higher-order spectra of the 
images were used to extract the effective fea-
tures and the classification was used by fuzzy 
and SVM classifiers [10]. But this algorithm 
depends on the number of applicative features 
and the greater number of input features and 
also based on its ‎classification, the value of fi-
nal accuracy will vary. In 2012, Andrade et al. 
proposed a semi-automatic classification ap-

proach to evaluate liver textures by using ul-
trasound B-mode images [11]. They extracted 
some of the image features and then used the 
artificial neural network (ANN), SVM, and 
k-nearest neighbor (kNN) methods for the 
classification. Meanwhile, their algorithm re-
quires assigning a region of interest (ROI) by 
specialist, thus it needs to access a specialist 
and also ‎based on different comments, defin-
ing a comprehensive gold standard region is 
difficult. In 2014, Gao et al. used the GLCM 
algorithm to identify 22 features with the most 
varieties from the acquired ultrasound images 
of liver texture with the goal of classification 
[12]. This rate of variation can be explained 
by pathological specification and the outward 
form of the texture. But again, in this algo-
rithm, the subject of convergence and calcula-
tion of learning error can be questionable. In 
2016, Achyara and his group suggest a strat-
egy to distinguish different classes by curvelet 
transform algorithm on the ultrasound B-mode 
images [13]. This group used entropy features 
from CT coefficients and its effective ones 
were selected by locally sensitive discrimi-
nant analysis (LSDA). After that, this feature 
was graded by F-value, and their classification 
was done by different networks. Although the 
importance of features was considered, there 
was no comprehensive evaluation of all speci-
fications of the images and there may be more 
valuable features for using in the classifica-
tion. In 2017, Kuppili et al. presented a novel 
algorithm based on a fast Extreme learning 
machine (ELM) to classify the rate of steato-
sis in ultrasound images of the liver [14]. The 
resulted features with 46 other specifications 
of the images were used for classification by 
the ELM method. In this algorithm, besides 
an appropriate accuracy, its complexity and 
necessity to have a gold standard for evalua-
tion make it difficult to be applicable. In 2017, 
Hassan et al. offered a chained separated au-
to-encoder (SAE) algorithm to extract image 
features for focal diseases [15]. The region of 
interest was segmented by the level-set algo-
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rithm and k-means clustering methods, and 
the SAE algorithm extracts high-level features 
of these areas. Then the SoftMax layer is re-
sponsible for classifying them for different 
maladies. The result of this algorithm is evalu-
ated appropriately in comparison with other 
common methods, but its dependency on the 
segmentation method and high mathematical 
complexities for statistical calculations make 
the use of this method questionable. In 2017, 
Liu et al. sculptured an algorithm in which its 
feature extraction and classification are pro-
vided from a selected collection of regions 
in a segmented capsule from the liver images 
[16]. Geometrical specifications of the as-
signed capsuled area of the liver can be used 
as an introduction to diagnose the image class, 
but determining these features needs a previ-
ous experience and completes familiarity with 
the condition. Apart from that, the considered 
size of the window has influenced on the clas-
sification result. In 2017, Bharath and Rajal-
akshmi used the invariant scattering convo-
lutional network to extract the features of the 
ultrasound images of the liver and assigned 
its fatty level, and they accordingly imple-
mented SVM classification to categorize the 
results [17]. The operation of this algorithm is 
based on the frequency of the variation in its 
data that if they are, the differentiation power 
will be more, which it is not always achiev-
able. In 2018, Biswas et al. propounded a net-
work based on CNN structure with different 
layers of convolution, pooling, and inception 
for characterizing liver texture and assign-
ing the risk level for getting infected by fatty 
liver hepatitis under symtosis class [18]. This 
algorithm extracts its features of ROI remov-
ing background information and provides this 
region according to a gold truth. This method 
is just applicable to organs which their gold 
truth exists. This obviously shows demand 
for an expert like previous methods. In 2018, 
Byra et al. presented a learning algorithm by 
using of pre-trained Inception-ResNetV2 neu-
ral network to extract features of the images 

and SVM method to classify them to assess 
the fat steatosis in non-alcoholic fatty liver 
patients [19]. They used acquired ultrasound 
images from 55 patients admitted for bariat-
ric surgery (laparoscopic sleeve gastrectomy). 
Byra et al. compared their proposed algorithm 
with two previously common methods [20], 
but this was done based on just one transfer 
learning algorithm. Besides, in their proposed 
algorithm the extracted features provided by 
HI and GLCM methods were ‎based on appro-
priate specialist and experience in imaging,‎ 
type of US system, configuring of US imaging 
system, assigning the region of interest, and 
so on which may result in completely different 
outcomes for different execution and special-
ists. Various attempts summarized from their 
efforts are to estimate fatty liver disease ac-
cording to a learning algorithm and in a deter-
mined ROI [21-24].

This article aims to implement a combina-
tional deep learning algorithm for classify-
ing the level of fat steatosis based on transfer 
learning and for the B-mode ultrasound ac-
quired images of liver texture. The ultrasound 
images applied for this work are from some se-
verely obese patients, collected before bariat-
ric surgery. In this work, we used pre-trained 
convolutional neural networks to extract the 
features of the images. Then they are used for 
image classification by the SVM method by 
combining these features. In the following, the 
performance of the proposed algorithm in ac-
curacy, sensitivity, and specificity is compared 
with the result of each network, solely. The 
total structure of this paper is divided as fol-
lows; firstly, we describe the group of patients 
used for imaging and the specification of ap-
plicable data. Secondly, the proposed combi-
national deep learning algorithm is introduced 
for assessing non-alcoholic fatty liver. In this 
part, the procedure of using a transfer learn-
ing algorithm is presented for extracting the 
features of the images by using CNN. Then 
the provided results of the previous section 
are employed to classify and assess steatosis 
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for fat in the liver hepatitis. Finally, the results 
are presented and we discuss this algorithm’s 
advantages and disadvantages. The aim of 
this study is to present a combined algorithm 
based on neural networks for the classification 
of ultrasound ‎images from fatty liver affected 
patients.

Material and Methods
In this experimental study, we used of ac-

quired ultrasound images from 55 patients ad-
mitted for bariatric surgery (mean age 40, 20% 
male, mean Body Max Index (BMI) 45.9) 
[19]. They have been admitted for gastrec-
tomy surgery by laparoscopy. This imaging 
has been taken by Internal Medicine, Hyper-
tension and Vascular Diseases, Medical Uni-
versity of Warsaw, Poland, during the cardiac 
echocardiographic evaluation, 1-2 days before 
their surgery. Each patient sustains a wedge 
liver biopsy during the surgery as a part of the 
protocol assigned at the Department of Gen-
eral, Transplant, and liver surgery, Medical 
University of Warsaw, Poland, and therefore, 
the level of steatosis for each patient has been 
determined based on this sampling. Pathologic 
evaluation of these samples has been done by 
a pathologist, who follows the protocols and 
comments of the clinical research network 
[25]. According to this evaluation, the level of 
steatosis is defined by the percentage of he-
patocytes with fatty infiltration. Based on this 

parameter, the fatty liver is defined as having 
the level of steatosis more than 5% [25]. Thus, 
the described patients are categorized into 2 
classes of susceptible to fatty liver (steatosis 
more than 5%) and normal people (less than 
5%). Figure 1 shows an image of normal liver 
and an image of susceptible to the fatty liver 
as a sample. Due to motion and relative posi-
tion of the liver and kidney, corresponding to 
one heartbeat, a sequence of images, including 
10 slightly different images are acquired and 
stored for each patient. Finally, 550 B-mode 
ultrasound images construct the related datas-
et used for the following investigation. Figure 
2 shows the distribution histogram for the ac-
quired information of the volunteers. Accord-
ing to this histogram, the data acquisition pro-
cedure has been done for 38 patients suffering 
from fatty liver and 17 normal people.

The acquired images have been presented in 
size of 434 × 636 pixels (for each pixel with 
the size of 0.373×0.373 mm2), for different pa-
tients. Based on database information, it can 
be considered with two problems; firstly, for 
using these images as the input data for pre-
trained networks, the size of whole images 
must be configured based on the condition of 
the network’s input layer. Besides, the images 
for volunteer patients are in unequal numbers 
for different classes. To solve the first, the im-
ages are resized on the adaptive dimension, 
described for the relative network. Therefore, 

Figure 1: Ultrasound image samples for patients: a) normal liver (Index 3%), b) susceptible to 
fatty liver (Index 20%).
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the processing of images collection for pre-
trained networks will be easily possible. Sec-
ondly, we use image augmentation methods. 
In these methods, a new information series 
is generated from the previous ones, with-
out adding any new data. In other words, no 
new images with different features are added 
to the collection, but the number of existing 
elements and the quantity weight of informa-
tion is balanced in different classes with just 
changing the conjunction of existed features 
to equalize the possible effect of all classes for 
selection. There are different proposed algo-
rithms for this such as traditional transforma-
tion, GAN network, texture transfer, random 
erasing technique, random noise augmentation 
technique and so forth. One of the modest ex-
isting methods is the traditional transfer of the 
images. In this common method, a combina-
tion of image transformation and color modi-
fication in the existed images is done and the 
results are stored as new ones. Some of these 
transformations are rotation, mirror, rescaling 
(zooming), and cropping. Changing the color 
of images is obtained in different algorithms 
such as histogram equalization, contrast incre-
ment or lightning of images, brightness equal-
ization of images, blurring and so on. This 

fashion is used for plenty of deep learning 
networks as a fast and reliable method [26]. 
In this paper, we used rotation technique to 
assimilate the number of images in the class 
of normal people so that each image just has 
2 degrees counter-clockwise rotation. By this 
method, the number of images will be compa-
rable for two classes. 

In the next step, we used some different pre-
trained networks to extract images features. 
These networks are Inception-ResNetV2, 
GoogleNet, AlexNet, and ResNet101. The In-
ception-ResNetv2 neural network pre-trained 
by the ImageNet dataset has 825 total layers 
and it provides the property of decreasing 
computational volume. In this network, it is 
considered that many activities in deep neu-
ral networks are redundant because there is a 
correlation between them in neighbors. Thus 
some of the similar activities in feature extrac-
tion can be decreased or removed by dropout 
layers. AlexNet network composes of 5 con-
volutional neural networks that follow with 
3 fully connected layers. This network uses 
of ReLU function instead of tangent or sig-
moid ones in neural network structures, just 
like other CNN. This privilege provides more 
speed on training, in comparison with two 
previous functions. After extracting different 
features of the images by different mentioned 
networks, they are aggregated to each other 
and result in a comprehensive information 
bank of the possible features. Each network 
results in 1000 features at final layers that may 
be the same with one of the other networks. 
This will not cause any disruption to the final 
classification since the dedicated weights to 
the specification of each image are normalized 
in the provided statistical calculation space for 
classifying. In other words, the weight effect 
of the repetitive features is distributed in all 
images equally.

After extracting existing features using these 
networks, the SVM algorithm is employed for 
classification. In the SVM method, the dis-
tance of the features is measured toward a lin-

Figure 2: Distribution Histogram of the level 
of steatosis versus the population of tested 
patients. 
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ear or nonlinear kernel function and the com-
parison criterion for estimating data in each 
class has been determined as their distance to 
the support vector. This vector is rated as the 
closest distance founded from each class to-
ward optimal kernel function. Figure 3 shows 
the mounting structure of information versus a 
linear kernel function.

The evaluation standards for accuracy of 
output in applicable networks are different. 
The main criteria are accuracy, sensitivity, and 
specificity. 

Sensitivity: Sensitivity is defined as the 
percentage of elements correctly classified in 
class 1 (True Positive (TP)) to all elements la-
beled in class 1 (True Positive (TP) + False 
Negative (FN)) and it is calculated as follow-
ing:

TPSensitivity
TP FN

=
+

                             (1)

Specificity: Specificity can also be described 
by the percentage of elements classified cor-
rectly in class 2 (True Negative (TN)), in com-
parison with all existed elements in class 2 
(True Negative (TN) + False Positive (FP)), 
and it can be presented as following:

TNSpecificity
TN FP

=
+

                                (2)

Accuracy: The accuracy indicator is de-
scribed by all the number of all elements clas-
sified correctly to all existing elements for 
classification and it can be calculated as fol-
lowing:

TP TNAccuracy
TP TN FP FN

+
=

+ + +
              (3)

The criteria of accuracy, sensitivity, and 
specificity are calculated for the presented al-
gorithm. Generally, the confusion matrix can 
be an appropriate summation to express the 
condition of these parameters for test data to 
compare their performance. In this work, the 
evaluation and correctness of the implement-
ed algorithm are guaranteed by 10-fold cross 
validation and the rate of errors between their 
results is presented as a canon. In each col-
lection, the algorithm considers 75% of the 
presented information for the training proce-
dure and uses the rest for testing the result. 
After training, the posteriori probabilities are 
calculated for each randomly selected test im-
ages and they are exploited for extracting the 
receiver operating characteristic (ROC) curve. 
The posteriori probabilities are a statistical 
quantity after receiving data. In other words, 
the posteriori probability is the conditional 
probability of a quantity provided that it has 
been seen that estimated data. Simply speak-
ing, this parameter provides the possibility of 
substituting data in a certain class. Moreover, 
the Area under the ROC Curve (AUC) is uti-
lized for evaluating the performance of the 
classification procedure.

Results
In summarize, the overall procedure of this 

proposed algorithm is shown in Figure 4.
The performance of the proposed network 

was calculated by the SVM classification meth-
od and its result has shown in Figure 5. These 
results are presented for comparison with the 
outcomes of employing pre-trained networks 

Figure 3: The structure of information in the 
Support vector machine (SVM) classification 
structure.
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mentioned above solely and with the SoftMax 
classification layer. The whole applicable net-
works have shown appropriate performances. 
According to Figure 5, the highest AUC, equal 
to 1, was obtained corresponding to classifi-
cation with ResNet101 pre-trained neural net-
work. After that, with very little difference, the 
proposed algorithm has shown the maximum 
AUC, meaning 0.9999. The lowest AUC was 
obtained using the Inception-ResNetV2 net-
work that was 0.9757. The results for AlexNet 

and GoogleNet neural networks are approxi-
mately the same, meaning equal by 0.996. In 
detailed view, Figure 6 provides configura-
tion matrix for different presented algorithms 
on the target data. The overall summary of 
results for the performance of different men-
tioned networks is presented in Table 1, for 
comparing with the proposed algorithm. The 
accuracy, sensitivity, and specificity values for 
the applicable networks are assigned and pre-
sented according to the ROC curve. Table 2 

Figure 4: The overall block diagram of the implemented algorithm.

Figure 5: The receiver operating characteristic (ROC) curves for different applicable networks 
in classification; proposed combinational neural network, Inception-ResNetV2, GoogleNet, 
AlexNet, ResNet101.
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displays a comparison of different algorithms 
with the proposed one to elucidate the perfor-
mance of the method clearly.

Discussion
As mentioned above, ultrasound imaging is 

considered as one of the common methods for 
medical diagnostic procedures. In this paper, 
we tried to find a classification function with 
appropriate accuracy, based on these images 
and the assigned labels considered by biopsy 
samplings. In this way, we used the ultrasound 
images of liver textures for 55 different pa-

tients, which are affected by excessive obesity 
and also are a candidate for bariatric surgery. In 
following the procedure of this paper, at first, 
the acquired images are modified on their size 
and sample numbers of each class, in prepro-
cessing step, and after that, their features are 
extracted by Inception-ResNetV2, GoogleNet, 
AlexNet, and ResNet101 pre-trained neural 
networks. According to different behavioral 
implicit of applicable networks, the resulted 
features are different and convey various as-
pects of the images. Therefore, in the next 
step, these features are merged together and 

Type of Network Specificity (%) Sensitivity (%) Accuracy (%) AUC K-fold loss
Inception-ResNetV2 63.2 100 81.08 0.9757 4.22e-2

GoogleNet 89.5 100 94.6 0.9960 4.05e-2
AlexNet 100 98.6 99.32 0.9963 3.54e-2

ResNet101 100 98.6 99.32 0.9998 3.54e-2
Proposed Algorithm 100 97.20 98.64 0.9999 3.40e-3

AUC: Area Under Curve

Table 1: Summarize performance results for different Networks.

Figure 6: Comparison of confusion matrices for: a) the proposed algorithm, b) Inception-
ResNetV2, c) GoogleNet, d) AlexNet, e) ResNet101 networks. 
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then they are used for classification by SVM 
algorithm in normal and fatty liver classes. 
The high level of the resulted performances for 
the proposed algorithm and different networks 
solely certifies the appropriate performance of 
deep learning algorithms in the classification 
of the desired images. The results show that 
ResNet101 pre-trained neural network has 
obtained the highest performance for AUC, 
equal by 0.9998. The proposed algorithm can 
achieve to acceptable performance of AUC, 
equal to 0.9999 as well. The worst AUC was 
obtained by Inception-ResNetv2, 0.9757. The 
resulted AUC for AlexNet and GoogleNet are 
approximately similar which show that, be-
cause of the low number of comprised layers 
constructing their networks, these networks 
show almost the same outcome, in their AUCs. 
On the other hand, using of 10-fold cross vali-
dation algorithm on the proposed algorithm 
shows the lowest error in comparison with us-
ing the networks independently.

Therefore, deep learning algorithms provide 
appropriate results on evaluation and classifi-
cation approaches for liver hepatocytes with 
fat infiltration level. Although information for 
55 different patients in 10 image sequences 

was used for classification, the results show 
these data can display the capability of transfer 
learning networks very well. The AUC index 
was obtained 0.9999 for the presented com-
binational algorithm in this paper. According 
to Table 1, this value was acceptable, in com-
parison with another considered algorithm. 
However, what determines the importance of 
this algorithm is the evaluation error index 
of 10-fold cross validation, besides accuracy, 
sensitivity, and specificity in Figure 6 and Ta-
ble 1, the resulted value for the proposed algo-
rithm is less than each of pre-trained networks 
alone. In this work, we didn’t weight and train 
a CNN network from scratch, but we used of 
pre-trained networks to fine-tune the weights 
of different layers. To clarify the performance 
of the proposed algorithm, Table 2 presents 
the outcome of the various evaluation in com-
parison with the proposed algorithm. It shows 
well the strength of the proposed algorithm in 
accuracy and sensitivity, although its lack in 
the dataset.

Along with all interpretations, it can be sum-
marized that classification by deep learning 
algorithms can be considered as an efficient 
method than previous experimental manners. 

Combinational Deep Learning Algorithm for NAFLD Classification

Authors
Dataset 

size
Features

Classifier 
type

Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

Byra [19] 550 Inception-ResNetV2 features SVM 96.3 100 88.2

Hassan [15] 110
Stacked sparse Auto-encoder-

based features
SoftMax 97.2 98 95.7

Kuppili [14] 63 GLCM-based features SVM 86.42 88.20 86.30
Reddy [23] 1000 CNN-based features SVM 93.5 95.3 96.68

Khan [28] 8000
VGGNet, ResNet, GoogleNet-

based features
SoftMax 97.52 97.5 N/A

Birjandi [29] 1600 Clinical factors CT 80 74 83

Proposed 
Framework

550
ResNetV2, GoogleNet, 

AlexNet, and ResNet101-
based features

SVM 98.64 97.20 100

GLCM: Gray-Level Co-Occurrence Matrix, CNN: Convolutional neural network, VGGNet: Visual Geometry Group Network, 
SVM: Support vector machine, CT: Classification Tree

Table 2: Benchmarking table 
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Because using this course is followed by sev-
eral advantages, first of all, there is no need to 
have an interaction with an expert and it can 
classify the acquired information automati-
cally. In other words, assigning an ROI region 
is not necessary. Secondly, in this work, we 
employed several images collections for train-
ing the network for classification, whilst in the 
previous methods, classification was done by 
single images and there was no comprehen-
sive way.

The present paper sustains some limitations 
that need to be addressed. First, we utilized 
a dataset presented in [19] and they couldn’t 
be validated by authors. Second, the limita-
tion of the database place constraints on the 
performance of our proposed algorithm, and it 
can be improved by accumulating with other 
patients’ information. Apart from that, we em-
ployed k-fold cross validation which is suit-
able for small size datasets. Although, it shows 
more bias in prediction error that it is not ap-
propriate by increasing data size.

Conclusion
In this paper, a new approach for the imple-

mentation of pre-trained CNN was presented 
for the classification of the acquired ultrasound 
images of the liver textures. The propounded 
approach demonstrates the performance and 
independence of the method from the user or 
related expert interference. In this approach, 
the results of different deep learning algo-
rithms were presented and compared, based on 
their performances. The results of this study 
show that proposed pre-trained CNN can be 
used with high accuracy to classify ultrasound 
images of the liver to normal or fatty.
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