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Introduction

The iris is the protecting internal organ of the eye, helping regulate 
the amount of light that enters the eye. It is located behind the cor-
nea and situated in front of the lens [1]. 

Melanoma is referred to as the most common malignancy of the iris 
that has two growth patterns; circumscribed and diffusion. Iris melanoma 
accounts for about 3% to 10% of the uveal melanomas [2-3] and is as-
sumed to have the tendency to spread (metastasized) as well, due to its 
common histogenesis with the ciliary body and choroidal melanoma. Iris 
melanomas are mostly diagnosed in people of 45 years to the late 40s, 
which is approximately 10 years younger than the average age of patients 
diagnosed with choroidal and ciliary body melanoma [2].

In the early 2000s, the World Health Organization (WHO) reports that 
about 6.2 million people lived with cancer worldwide. In the United States 
of America alone, about 3,540 adults comprise 60.2% of men, and 38.9% 
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of women were diagnosed with primary intra-
ocular cancer [2]. Mostly, 3 out of 4 patients 
living with eye melanoma survive for at least 5 
years. However, when the melanoma does not 
metastasize to other parts of the body, the five 
years’ relative survival rate is about 80%. If the 
melanoma metastasized to distant parts of the 
body, the 5 years relative survival rate will be 
about 15% [4].

Generally, there is an increase in mortality 
rate due to unawareness by the patient suffering 
from a particular disease. Besides, physicians’ 
improper awareness of the causes of diseases 
makes several diseases worsen and aggravate 
mortality, particularly in developing countries. 
However, early diagnosis and treatment of any 
disease make the survival rate of the patients 
increase beyond reasonable doubt [5].

Soft computing techniques such as artificial 
neural network (ANN) and radial basis func-
tion (RBF) have been vital tools, adopted by 
the clinical to assist in diagnosing diseases. 
ANN is modeled after the human brain to per-
form human functions. It can perform human 
functions such as coordination, reasoning, as-
sociation, recognition, classification, and has 
three layers, including the input layer, hidden 
layer, and output layer. Each layer has neurons 
that help perform its functions. The input layer 
is a non-processing layer and only takes in the 
data while the hidden layer is processing which 
takes in data from the input layer, and processes 
it to sum the synaptic weight and give the out-
put using the output layer of the system.

Several works have been proposed on related 
diseases such as diagnosis, detection, and pa-
thology examination of skin cancer [6-9], lung 
cancer [10,11], breast cancer [12-15], prostate 
cancer [16-18], and others with limited work on 
the diagnosis of eye melanoma.

Ahmed et al. [19] proposed a classifying and 
diagnosing system for iris cancer (melanoma). 
The study reported forty preoperative samples 
that were made up of 20 malignant and 20 be-
nign. Median filter and histogram techniques 
were adopted to enhance the image processing 
while the physicians were asked to determine 

the region of interest of the images. These re-
gions were cropped to prevent redundancy. 
Then the texture feature extraction approach 
was adopted to extract all the necessary features 
required in training the neural network. ANN 
is adopted as a classifier to classify the disease 
into malignant and benign. The current study 
could obtain recognition of 85%. 

Oyedotun et al. [20] described an automat-
ed diagnosis of iris nevus, a pigmented tumor 
found in the front of the eye using a convolu-
tion neural network and deep belief network, 
achieving recognition rates of 93.35% and 
93.67%, respectively.

Kamil et al. [21] proposed an image analysis 
system for the detection of eye tumors. In their 
work, they adopted different types of image 
processing techniques such as filtering, mor-
phological operation, image addition, image 
adjustment, edge detection, and image fusion 
to extract the features needed in the classifica-
tion phase of the study. The neural network was 
adopted at the classification phase to diagnose 
the iris tumor.

Kabari et al. [22] applied a hybrid of neural 
networks and decision trees to classify eye dis-
ease according to the patients’ complaints and 
symptoms and physical eye examination sys-
tems to diagnose the problem accurately. From 
this work, they achieved a recognition rate of 
92%.

Early diagnosis of eye melanoma helps the 
physician make adequate prescriptions and pro-
vide proper health care to the affected patients. 
Therefore, it is essential to propose a system that 
will aid the diagnosis of eye melanoma by the 
physician, such a diagnostic system will save 
time and improves the diagnosis of the disease.

In this work, we propose an eye melanoma 
diagnosis system using the Gray level co-oc-
currence matrix (GLCM) feature extraction ap-
proach and soft computing techniques. Such a 
system can mitigate the misdiagnosis that may 
result from the manual diagnosis of the disease 
by the physicians. Our proposed model also 
saves time required in the diagnosis procedure 
since the system is designed by extracting the 
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textural features of the eye, revealing the hid-
den pathogenesis, which the human perception 
cannot observe. To the best of our knowledge, 
GLCM textural feature extraction has not been 
used before for the diagnosis of eye melanoma 
in any related literature.

The rest of the paper is arranged as follows: 1) 
section II presents the proposed method, 2) sec-
tion III summarizes the result and evaluation, 
and finally, 3) section IV concludes this work.

Material and Methods
This is the section for an experimental study 

that explicates the image processing, the feature 
extraction method, and the classifiers we adopt-
ed to diagnose eye melanoma.

Database Preparation
The images used in this work were obtained 

from the eye cancer database [23]. The im-
ages collected comprise 50 malignant and 45 
benign images, which were rotated at 0°, 90°, 
180°, and 270° to incorporate translational in-
variant into the diagnosis system and increase 
the database amount to 380 images: 200 malig-
nant images and 180 benign images. Figure 1 
shows the stages involved in the proposed iris 
melanoma diagnosis using GLCM texture fea-
ture extraction and neural network arbitration.  
Figure 2 shows the acquisition with the in-built 
translational invariance. The images captured 
were 280×280 pixels, which were later, down-
sized to 128×128 pixels to reduce the redun-
dancy in the images.

Image Processing Stage
The image processing stage is the phase in 

which the GLCM texture features needed for 
training the neural network at the classification 
phase were extracted from the images. In this 
phase, care needs to be taken in extracting the 
essential features to avoid misrepresentation of 
information which may lead to misdiagnosis.

RGB to Grayscale image
There is a need to convert the Red-Green-

Blue (RGB) color images to grayscale ones 

for subsequent usage. The conversion method 
must retain the original information of the im-
age [24]. Thus, RGB color to a grayscale image 
is the first operation that needs to be performed 
in image processing. There are three methods 
used in carrying out this operation: lightness 
method, average method, and weighted aver-
age or luminosity method. We adopted the third 
method because this method is modeled after 
the human eye, and finds the intensity of the 
images by estimating the weighted average of 
the RGB color images. Human being has a high 
sensitivity to green color. Equation (1) also il-
lustrated that the luminosity method also has a 
high sensitivity for the green color in an image, 
making this method essential in RGB to gray-
scale image conversion. Figure 2(ii) shows the 

Figure 1: Stages of the proposed iris melano-
ma diagnosis using Gray Level Co-occurrence 
Matrix texture feature extraction and neural 
network arbitration.
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result obtained from converting the color iris 
images to grayscale images.

0.21 0.72 0.07  WA R G B= + +                     (1)

WA=weighted average, R is the red compo-
nent, G is the green component, and B is the 
blue component of the images.

Image Filtering
During the image acquisition process, the im-

ages may be corrupted and may have caused 
variation in the intensity of the images due to 
poor illumination or contrast resulting from the 
capturing system [25-26]. In this regard, filter-
ing of the images is essential to remove noises, 
which may eventually affect the performance of 
our classifier systems. In this work, the median 
filtering method is adopted in removing noise 
embedded in the iris images.

The median filtering method is widely used in 
image processing because it allows the removal 
of the noises and helps preserve the edges of the 
images, unlike mode filtering [26].

The median filter is much efficient in the re-

moval of impulse noise and salt and pepper in 
images. We used the median filtering approach 
to remove the impulse noises caused by cor-
ruption and variation of intensity of the images 
during image acquisition.

The median filtering operation is carried out 
by setting a window slide of a particular size 
across the data. The median value of the data 
within the window size after the data has been 
arranged in either ascending or descending or-
der, obtained as the output of the filter. Then the 
window slide is shifted until it operates on all 
the data.

In this work, a window slide of 5×5 is used 
as it is found to be the best slide selection in 
removing the image noises. The output images 
obtained from the median filtering approach are 
shown in Figure 2(i).

Feature Texture Extraction
In our proposed model, texture feature analy-

ses were conducted to obtain unique values that 
represent the textural surface of the iris images. 
The approach provides the classification phase 

Figure 2: (i) Acquisition with translational invariance in-built into the system for both melanoma 
and benign iris. (ii) Colour conversion stage for both melanoma and benign iris. (iii) Filtering of 
the images by the median filter for both melanoma and benign iris
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with the special sample features as the input 
data for training and testing the classification 
models.

The property representing the structure and 
surface of an image is regarded as texture. It 
may likewise refer to how often a specific pat-
tern or element occurs on the surface of an im-
age. It should be noted that texture analysis 
plays a significant role in the visual system for 
identification and interpretation [26-27]. The 
GLCM feature extraction is used for the extrac-
tion of the necessary feature needed in training 
the classification model. Besides, the GLCM 
can be regarded as the statistical approach, ex-
amining the texture feature in an image by us-
ing the spatial relationship of the pixels and also 
performs its operation by finding how often a 
pair of the pixel with a specific value occurs in 
an image. It finds how many times a pixel with 
a specific intensity (gray-level) value occurs in 
a particular spatial relationship between a pair 
of pixels. Resultant GLCM comprises elements 
(i,j) in which each one is the summation of 
the occurrence of the pixel (i) in the specified 
spatial relationship to a pixel with value (j) in 
the input image [26,28] after creating the gray-
level co-occurrence by using “graycoprops” in 
Matlab, providing several statistical measures. 
From equations (2-5), G denotes the gray level 
number used, μ represents the value of P, σx, σy, 
μx and μy denotes the standard deviation, vari-
ance, and the mean value of Px and Py respec-
tively [26].
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Also, several textural features can be calculat-
ed by the use of the following equations. These 
textural features are entropy, contrast, homoge-

neity, energy, and correlation.
Entropy is the degree of disorderliness of the 

pixel in an image, and can also be described 
as a statistical feature that determines the ran-
domness of an input image [29]. Note that the 
level of the homogenous scene and the entropy 
level in an image are directly proportional to 
each other, i.e. an image that possesses a high 
homogenous scene will present a high entropy 
level. Also, an image that possesses a low ho-
mogenous scene will possess a corresponding 
low entropy level. Equation (6) illustrates the 
mathematical representation to calculate entro-
py for the iris images [30].

( ) ( )( )
1 1

0 0

, *log ,
G G

i i

Entropy P i j P i j
− −

= =

=∑∑        (6)

Contrast is a statistical measure to calculate 
the variation within the intensity values of 
neighboring pixels. Equation (7) shows how 
contrast is determined in the iris images.
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n o i o j o
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= − = 
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Energy returns the sum of the squared ele-
ments in the gray level co-occurrence matrix. 
Equation (8) shows the mathematical represen-
tation of energy.

( )
,

 ,
i j

Energy P i j=∑                                   (8)

Homogeneity determines the uniformity of a 
given region in respect to its gray level varia-
tion.

( )
,

,
 

1i j

P i j
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i j
=

+ −∑        (9)

Correlation determines how a pixel is asso-
ciated with its neighbor. When there is a high 
correlation, i.e. there is a cordial relationship 
between the local intensity. Correlation returns 
a measure of how a pixel is related to its neig-
bor over the whole image.

( )( )
 i j

i j

i j
Correlation

µ µ

σ σ

− −
= ∑                (10)

Normalization of the Dataset
Since designing a better-performing system is 

one of the optimum goals of this research work. 
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Therefore, there is a need to normalize the da-
taset, leading to the dataset with homogenous 
stability [31-32]. It should be noted that some 
features represented in Table 1 such as the en-
tropy, standard deviation, mean, and variance 
are unnormalized, resulting in an unstable sys-
tem when used to train the system and eventu-
ally affect system performance. 

Therefore, there is a need to normalize these 
features. The results obtained from the normal-
ization of the features are in the range of 0 and 
1 as shown in Table 2. 

This is achieved by firstly determination of 
the highest value in a feature vector and then 
the highest value obtained is then used to divide 
through that particular feature vector. Equation 
11 shows the formula for normalizing the da-
taset.

  
 

min

max min

X XX
X X

−
=

−
′                  (11)

Where,
X=Original values of the sample vector
Xmin=Minimum value in the sample vector
Xmax=Maximum value of the sample vector
X ′ =Normalized sample value

The normalized dataset for the benign and 
malignant iris images are prepared to feed them 
into the classifier, in which a sample of eye tu-
mor will be automatically classified as either 
benign or malignant without the aid of the phy-
sicians. This automated system is modeled on a 
feedforward neural network trained with back-
propagation by adjusting its weight, and the ra-
dial basis function network.
Classification Phase
The classification phase is a phase where the 

classifiers required to diagnose iris images into 
either benign or malignant are implemented. 
Two models were set up in this research to clas-

Statistical Texture Feature Class A (Benign Iris Image) Class B (Malignant Iris mage)
Correlation 0.9499 0.9678
Contrast 0.3032 0.1190
Entropy 7.3451 7.2799

Homogeneity 0.8741 0.9429
Energy 0.1082 0.1747

Variance 6534.3220 2373.5110
Standard Deviation 80.8352 48.7187

Mean 122.9144 160.7580

Table 1: Unnormalized feature vector for benign and malignant

Statistical Texture Feature Class A (Benign Iris Image) Class B (Malignant Iris mage)
Correlation 0.9512 0.9678
Contrast 0.2950 0.1190
Entropy 0.9688 0.9285

Homogeneity 0.8796 0.9429
Energy 0.1089 0.1747

Variance 0.4514 0.2964
Standard Deviation 0.6719 0.5444

Mean 0.9685 0.4228

Table 2: Normalized feature vector for benign and malignant
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sify the iris images, including the feedforward 
neural network trained with backpropagation 
by adjusting and updating its weights and radial 
basis function which used the Gaussian func-
tion as the activation function.

The feedforward neural network is trained 
with backpropagation in supervised learning 
based on some layers model such as the input 
layer receiving the input dataset and serving as 
an intake to the system [33]. 

The hidden layer takes in the weighted sum of 
the input while the output layer also takes in the 
weighted sum of hidden neurons and gives the 
result of the system [34-36]. Certain parameters 
and conditions have to be taken into consider-
ation during modeling the feedforward neural 
network [37]. These are the number of neu-
rons at the hidden layer, the learning rate, and 
the momentum rate (constant). The number of 
neurons at the hidden layer of the system is ob-
tained by experimentation and actual neurons 
at the hidden layer. Then the neurons are either 
increased or decreased by experimenting to ob-
tain the best number of hidden neurons that best 
fit the pattern. In our model, eight neurons were 
presented at the input layer, showing the fea-
tures extracted from the iris images as shown 
in Figure 3. The number of neurons at the hid-
den layer will be only determined during ex-
perimenting. At this hidden layer, the sigmoid 
activation function is employed because of its 
soft-switching attribute. Two neurons were 
used at the output layer of the system, indicat-
ing benign iris images [0 1] and malignant iris 
images [1 0] as shown in Figure 3.

Radial basis function network is used as the 
other model to validate the performance of the 
neural network model. The radial basis func-
tion approximates continuous function with the 
aid of the Gaussian function. The radial basis 
function network is also a supervised learning 
algorithm that involves the input and target 
with the desired output [38]. The radial basis 
function consists of three layers; the input, 
hidden, and output layer. The input layer is a 
non-processing layer with input data, and after 
the input layer is the hidden layer, known as a 

processing layer consolidated with the Gauss-
ian activation function. The number of hidden 
neurons is determined during experimentation. 
The output layer produces the result of the net-
work. Two neurons are used at the output lay-
er, denoting the benign [0 1] or malignant Iris  
[1 0]. Equations (12) and (13) denote the func-
tion represented by the RBF network with P 
hidden neurons and the output using the Gauss-
ian activation function.

( )
1

 
p

j j
j

y w X θ
=

= ∅ −∑                                (12)

( )2

2
1

 
2

p j

j
j

X
y w exp

θ

σ=

−
=∑                          (13)

Where: θj=Center of the j hidden of RBF neu-
ron, σ=Width, wj=weight, p=number of hidden 
neurons, X=Input dataset.

Results
A system with better performance, robustness 

in identifying and classifying the patterns em-
bedded in any data is the main target for any 
machine-learning expert. Therefore, certain 

Figure 3: Structure representation of  
proposed artificial neural network model
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parameters have to be varied to achieve these 
in the neural network. Such parameters are the 
learning rate, momentum constant, and the hid-
den neuron at the hidden layer of the system. 
The speed at which the system learns the data-
set pattern is determined by the learning rate. 
The momentum constant improves the rate, at 
which the system is learning, and at the same 
time improves the accuracy of the system. It 
also prevents the system from being stuck at 
the local minim.

In our approach, several neural networks 
were created with different hidden neurons. A 
constructive approach is adopted in this work 
to choose the hidden neurons at the hidden lay-
er of the system. In this approach, a particular 
number of neurons will be chosen initially at 
the hidden layer and this will increase in creat-
ing another set of networks [39]. 

Therefore, in this work, eight hidden neurons 
were firstly chosen and this increases by two 

additional neurons until a network of twelve 
hidden neurons is reached. These networks 
were trained and their performances were ob-
tained to determine the best performing system. 

It should be noted that the learning rate and 
the momentum constant were varied until a 
learning rate of 0.27 and a momentum con-
stant of 0.77 were reached which yielded the 
best recognition rate for the system. Table 3 and  
Figure 4 show the performance curve of the 
optimum performing system while Figure 5 
shows the performance obtained from the three 
networks.

Discussion
Figure 5 shows the performance compari-

son of the three models of the neural network. 
The results show clearly that despite varying 
the number of hidden neurons, network 1 and 
network 2 have the best performing recogni-
tion rate of 92.3% respectively. Although these 

BPNN Hidden Neurons Learning Rate Momentun Rate Recognition Rate (%)
Network 1 8 0.27 0.77 92.31
Network 2 10 0.27 0.77 92.31
Network 3 12 0.27 0.77 76.9

BPNN: Back Propagation Neural Network

Table 3: Back Propagation Neural Network Performance Models

Figure 4: The Minimum Square Error against Epoch
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two networks have the same recognition rate, a 
system with a minimum square error has to be 
considered as the best-performing system. As 
a result of this, network 1, which has the rec-
ognition of 92.3% and a minimum square error 
of 0.15208, is considered as the best perform-
ing system of the feedforward neural network 
trained with backpropagation.

During the training of the RBF network, the 
spread constant and hidden neurons were var-
ied to obtain optimum recognition. The spread 
constant is varied experimentally together with 
the hidden neurons with an increase of 0.5 and 
2 neurons, respectively. When the spread con-
stant 2.0 and the hidden neurons reached 32 
neurons, an optimum recognition of the sys-
tem is obtained. Table 4 and Figure 6 show the 
representation of the recognition rate obtained 
when the trained system is tested with the test 
dataset.

To determine the optimal performing system, 
there is a need to compare the results obtained 
from the performance of the two models. In this 
regard, the RBF network has the highest recog-
nition rate of 94.7%, showing it with the best 
performance. Table 5 shows the comparison of 
the results to determine the best system.

The results obtained from this work were 
also compared with related works by other 
researchers to confirm the relevance and opti-
mal performing system that is well suitable for 
the diagnosis of the disease. Table 6 shows the 

comparison of our proposed systems with other 
related works.

Table 6 shows a comparison of our results 
with other related works to validate the signif-
icance of our work with a higher recognition 
rate than other related works with 0.31% and 
2.7% for our ITDS+BPNN and ITDS+RBFN 
respectively, causing the proposed system to be 
the best among other related works. The system 
with optimal performance will be considered as 
the best system, more efficient for the disease 
diagnosis. Our proposed ITDS+RBFN proves 
to be the best system adopted by clinicians in 
the diagnosis of eye melanoma.

Conclusion
In this work, we have shown that earlier di-

agnosis of eye melanoma is essential for proper 
treatment. When eye melanoma is detected at 
its early stage, it encourages its proper treat-
ment and management. This will help to pre-
vent spreading to other regions of the body, 
which will eventually aid the 5 years survival 
rate of the patient to about 80%. 

Eye melanoma diagnosis system has been 
proposed using GLCM feature extraction and 
soft computing. To the best of our knowledge, 
this approach has not been used before to diag-
nose this disease. The recognition rate obtained 
from this work proof that this work is efficient 
diagnosis of eye melanoma compared with oth-
er systems used in solving the same problem.

Eye Melanoma Diagnosis System

Figure 5: Performance comparisons of our Back Propagation Neural Network models
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Author(s) Model Recognition Rate (%)
Our proposed System 1 Using GLCM+BPNN 92.31
Our proposed System 2 Using GLCM+RBFN 94.70

GLCM: Graylevel Co-occurrence Matrix, BPNN: Back Propagation Neural Network, RBFN: Radial Basis Functions Network

Table 5: Comparison performance of the proposed models 

Author(s) Model Recognition Rate (%)
Ahmed et al. 2018 Iris Melanoma+ANN 85.00
Kamil et al. 2016 Using Artificial Neural Network 92.00

Kabari and Nwachukwu 2012 Eye Disease+Hybrid NN+Decision Tree 92.00
Our proposed System 1 Using GLCM+BPNN 92.31
Our proposed System 2 Using GLCM+RBFN 94.70

ANN: Artificial Neural Network, NN: Neural Network, GLCM: Graylevel Co-occurrence Matrix, BPNN: Back Propagation  
Neural Network, RBFN: Radial Basis Functions Network

Table 6: Our Proposed Model Performance Comparison with other Related Works

RBFN Spread Constant Hidden Neurons Recognition Rate (%)
Network 1 1.0 28 89.47
Network 2 1.5 30 89.64
Network 3 2.0 32 94.70
Network 4 2.5 34 92.10

RBFN: Radial Basic Function Network

Table 4: Radial Basis Function Network Performance Model

Figure 6: Schematic plot for radial basic function network models performance comparison.
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