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Introduction

In December 2019, a new coronavirus disease (COVID-19) outbreak 
appeared in Wuhan, China [1, 2]. Due to fast transmission, COV-
ID-19 was known as a pandemic in a few months worldwide, af-

fecting public health, economic, and social conditions [3, 4] with a wide 
range of clinical presentation and prognosis, such as the common cold, 
respiratory infections, multiple organ failure, and death [5, 6]. Also, 
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ABSTRACT
Background: Since hospitalized patients with COVID-19 are considered at high 
risk of death, the patients with the sever clinical condition should be identified. De-
spite the potential of machine learning (ML) techniques to predict the mortality of 
COVID-19 patients, high-dimensional data is considered a challenge, which can be 
addressed by metaheuristic and nature-inspired algorithms, such as genetic algorithm 
(GA). 
Objective: This paper aimed to compare the efficiency of the GA with several ML 
techniques to predict COVID-19 in-hospital mortality.
Material and Methods: In this retrospective study, 1353 COVID-19 in-hospi-
tal patients were examined from February 9 to December 20, 2020. The GA technique 
was applied to select the important features, then using selected features several ML 
algorithms such as K-nearest-neighbor (K-NN), Decision Tree (DT), Support Vector 
Machines (SVM), and Artificial Neural Network (ANN) were trained to design predic-
tive models. Finally, some evaluation metrics were used for the comparison of devel-
oped models. 
Results: A total of 10 features out of 56 were selected, including length of stay 
(LOS), age, cough, respiratory intubation, dyspnea, cardiovascular diseases, leukocy-
tosis, blood urea nitrogen (BUN), C-reactive protein, and pleural effusion by 10-inde-
pendent execution of GA. The GA-SVM had the best performance with the accuracy 
and specificity of 9.5147e+01 and 9.5112e+01, respectively.  
Conclusion: The hybrid ML models, especially the GA-SVM, can improve the 
treatment of COVID-19 patients, predict severe disease and mortality, and optimize 
the utilization of health resources based on the improvement of input features and the 
adaption of the structure of the models.
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fast exponential transmission and incremen-
tal mortality rate led to a tremendous panic in 
the world [7, 8]. Without fully licensed treat-
ment or whole safe vaccination, some mitiga-
tion efforts were implemented to control the 
epidemic [9, 10]. In many low-and middle-
income countries (LMICs), such as Iran, the 
public with low-health information followed 
fewer hygiene guidelines provided by the gov-
ernment for the protection from COVID-19, 
leading to the spread of the virus and broken 
the health systems, especially in LMICs [11, 
12]. Therefore, plans based on the effective 
prognosis are most important for healthcare 
authorities to evaluate triage patients’ condi-
tions and manage limited medical resources 
adequately [13, 14]. 

Machine learning (ML), as a subgroup of 
Artificial Intelligence (AI), utilizes scientific 
algorithms to mine effective, previously un-
familiar, comprehensible and hidden patterns 
from huge raw datasets for predictions or de-
cisions [15, 16]. The ML methods recognize 
tools for developing predictive models and 
extract valuable patterns from raw data [17]. 
In the earlier studies, some ML models were 
developed to predict and classify COVID-19 
mortality, such as Artificial Neural Networks 
(ANNs) [18-25], Decision Trees (DT) [19, 
22, 26], Support Vector Machine (SVM) [19, 
22, 27], Random Forest (RF) [19, 22, 27, 28], 
and Naive Bayes (NB) [29]. On the other 
hand, a major challenge of ML algorithms is 
high-dimensional datasets leading to statisti-
cal or mathematical problems. Irrelevancy and 
redundancy in estimated variables and fea-
tures can increase the misperception of ML 
algorithms and decrease learning accuracy. 
Accordingly, the elimination of these outlier 
variables and features is a great challenge that 
is particularly significant in the case of CO-
VID-19, with many complexities and some 
unknown aspects [30, 31]. 

Considering the complexity and ambigu-
ity of COVID-19, it is necessary to identify 
important features (predictors) to increase the 

predictability of the model and predict a spe-
cific outcome variable (e.g., the death of CO-
VID-19 patients, their length of stay (LOS), 
and survival) [32]. The combination of some 
ML techniques usually can have better ac-
curacy than just one ML algorithm [31, 33]. 
According to the Genetic Algorithm (GA), an 
attractive method is used to decrease the mod-
el’s complexity by reducing the data dimen-
sionality [34, 35]. This paper aimed to assess 
the performance of the GA paired with some 
ML algorithms to predict COVID-19 mortal-
ity at the initial hospitalization of the patients. 
The clinical variables with predictor roles in 
the mortality of COVID-19 were determined 
using the GA optimization procedures and 
also included in four ML algorithms K-nearest 
neighbor (KNN), DT, SVM, and ANN to con-
struct the predictive models. Finally, the per-
formance of each combination was measured 
using some evaluation criteria, including ac-
curacy, sensitivity, specificity, and the area un-
der the receiver operating characteristic curve 
(AUC).

Material and Methods
In this retrospective and single-center study, 

four ML algorithms were trained using op-
timized variables selected by the GA algo-
rithm. Accordingly, these hybrid models were 
compared in terms of accuracy, precision, 
and specificity benchmarks. The GA was ap-
plied to identify and prioritize the best set of  
COVID-19 mortality affecting variables. Also, 
the best collection of COVID-19 mortality-
affecting variables was inputted into ML al-
gorithms to construct the prediction models. 
Finally, the results were evaluated using a 10-
fold cross-validation method. 

All the submitted models were coded using 
Python (version 3.7.7), and practical experi-
ments were performed with a simulation en-
vironment, including a Core i7-4210U device 
with 6 GB of RAM. 

The identity of the patients was hidden for 
their confidentiality during the data collection 
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process.

Dataset description 
The dataset was obtained from the database 

registry at Ayatollah Taleqhani Hospital, af-
filiated with Abadan University of Medical 
Sciences, the main center for delivering CO-
VID-19 specialized care and treatment in the 
southwest Khuzestan Province, Iran. A total 
of 12885 suspected COVID-19 cases were 
referred to this center, of whom 3350 cases 
were introduced as positive reverse transcrip-
tion-polymerase chain reaction (RT-PCR) for 
COVID-19 from February 9 to December 20, 
2020. Finally, only hospitalized patients, who 
met the inclusion criteria were involved in this 
study (Figure 1). The number of 56 features 
correlated in mortality prediction and a resul-
tant feature as an output or the predicted vari-
able is shown in Table 1.

Data Preprocessing 
Data preprocessing is key in preparing an 

optimal dataset before training ML algorithms. 
In the present study, some preprocessing tech-
niques were applied to the dataset after data 
collection. In this step, the rows of the dataset 
with missing values of greater than 70%, the 
noisy data, and outliers or inconsistent data 
were removed to enhance classification algo-
rithms by two health-information management 
specialists and two infectious diseases experts.

Data balancing
The imbalanced data is one of the main ob-

stacles to training ML algorithms due to the 
uncategorized classes. The dataset contains 
955 cases related to alive individuals, while 
the death class has only 270 individuals. Ac-
cordingly, the developed models often deliver 
prejudiced results towards overriding class, 
and the ML models are much more likely to 
categorize new observations for the majority 
class. In this study, the number of individuals 
was balanced (equal to 955) for both alive and 
dead groups after using the synthetic minority 

Figure 1: Flowchart describing patient selection
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over-sampling technique (SMOTE).

Selection of feature subsets with 
GA 

Feature selection was based on removing 
unneeded variables from the original dataset 
without significantly lost information. Due 
to high-dimensional and complex data, fea-
ture selection was a crucial step in data min-
ing and pattern recognition. Feature selection 
enhanced learning effectiveness and predic-
tive recital and reduced the complication of 
learned results by input optimization [30, 33, 
36]. The feature selection also determined the 
most optimal list of features and reduced the 
computational complexity of models. The GA 
as a feature selection method, which is based 
on the theory of natural selection or Darwin, 
can consider all possible connections between 
variables and identify the most proper combi-
nation of variables [30, 31, 34, 37, 38]. There-
fore, GA iterations were implemented to select 
COVID-19 mortality predictors.

GA implementation
In the proposed hybrid models, the GA op-

timized the predictor variables, searching in 
the “candidate solution space” to find the best 

possible solution for a problem using “simu-
lating” the process of evolution in nature. In 
the search process for the optimal solution, 
a set of initial solutions is firstly generated, 
and a set of modified solutions are produced 
in successive “generations,” i.e., in each gen-
eration of the GA, specific changes are made 
in the genes of the chromosomes. The initial 
solutions are mostly changed so that the pop-
ulation of solutions “converges” towards the 
optimal solution in each generation [39, 40]. 

The process of GA is as follows: 
1) Initializing population: the genetic algo-

rithm starts by generating an initial popula-
tion, including all the probable solutions to the 
given problem. The most popular technique 
for initialization is the use of random binary 
strings, generating an initial set of a and b 
values randomly (a and b values are named 
‘chromosomes’), 2) fitness function: the as-
sessment of fitness in each chromosome by 
calculating an objective function, assigning 
a fitness score to every chromosome, which 
further determines the probability of repro-
duction, 3) selection: the best chromosome se-
lected for the reproduction of offspring based 
on an individual’s fitness value and passed on 
their genes to the next generation, 4) cross-

Classes Predictor variables Outcome variable

Demographic LOS, age, height, weight, blood type, gender;

Mortality status      
(alive/death)

Clinical      
manifestations

Cough, contusion, nausea, vomit, headache, GI symptoms, muscular pain, chill, 
fever, pneumonia, respiratory intubation, dyspnea, loss of taste, loss of smell, 
runny nose, sore throat; 

Comorbidities/
risk factors 

Other underlying diseases, CVD, hypertension, diabetes, smoking, addiction, 
alcohol consumption; 

Laboratory 
tests

Creatinine, RBC count, WBC count, hematocrit, hemoglobin, platelet count, 
ALC, ANC, calcium, phosphorus, magnesium, sodium, potassium, BUN, total 
bilirubin, AST, ALT, albumin, glucose, LDH, activated PTT, PT, ALP, C-reactive 
protein, ESR, hypersensitive troponin, pleural effusion. 

LOS: Length of Stay, CVD: Cardiovascularx Diseases, RBC: Red Blood Cell, WBC: White Blood Cell, ALC: Absolute Lym-
phocyte Count, ANC: Absolute Neutrophil Count, BUN: Blood Urea Nitrogen, AST: Aspartate Aminotransferase, ALT: Alanine 
Aminotransferase, LDH: Lactate Dehydrogenase, PTT: Partial Thromboplastin Time, PT: Prothrombin Time, ALP: Alkaline Phos-
phatase, ESR: Erythrocyte Sedimentation Rate

Table 1: Identifying initial list of variables affecting mortality in patients with COVID-19
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over: the genetic information of two parents 
is exchanged to produce a child, performed 
on pairs of parents that are randomly selected 
to create an offspring population of the same 
size as the parent population and 5) mutation: 
a random tweak in the chromosome to obtain 
a new solution and prevent premature conver-
gence. When the operation of combination and 
reproduction are repeatedly used on strings or 
chromosomes in successive generations, the 
population of chromosomes or candidate so-
lutions tends to become “homogeneous”. The 
mutation operator helps the genetic algorithm 
to increase the “diversity” in the population of 
chromosomes or candidate solutions [33, 39, 
41, 42].

ML algorithms
KNN: KNN is a simple and non-parametric 

algorithm for classifying objects based on 
closest training examples in the feature vec-
tor. K is a positive integer that refers to the 
number of nearest neighbors. If k=1, the KNN 
algorithm assigns the object to the class of its 
nearest neighbor [43, 44]. 

ANN: An ANN as a robust and flexible ML 
algorithm, which is based on the biological 
nervous systems, addresses unclear problems 
[45-47] with a mechanism as follows: 

(1) Assigning weights to all the linkages to 
start the algorithm

(2) Using the inputs and linkages for the ac-
tivation rate of hidden nodes

(3) Using the activation rate of hidden nodes 
and linkages to output, obtaining the activa-
tion rate of output nodes

(4) Obtaining the error rate at the output 
node and cascading down the error to hidden 
nodes

(5) Recalibrating the weights between the 
hidden nodes and the input nodes

(6) Repeating the process till the conver-
gence 

(7) Scoring the activation rate of the output 
nodes by the final linkage weights

SVM: The SVM classifier, based on the strat-
egy of the maximal margin classifier, looks for 
the hyperplane that maximizes the border be-
tween those two classes with linear separation 
of two classes. For example, in Figure 2, the 
SVM classifier finds the best hyperplane (the 
red line) to maximize the distance between 
the nearest data samples of class A and class 
B [48]. This study used the SVM algorithm 
with the radial basis function (RBF) and linear 
kernels to predict mortality risk in hospitalized 
patients with COVID-19 [49].

DT: DT algorithm as a data mining algo-
rithm with a top-down recursive method spec-
ifies the tree structure [35]. The flowchart-like 
structure of the DT algorithm includes nodes 
(root node and leaf node) and branches. Each 

Figure 2: Classification of hyperplane in support vector machines (SVM) algorithm
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node and branch indicate a feature and the val-
ue of the feature, respectively; however, the 
leave nodes indicate the classes. 

Evaluation phase 
The k-fold cross-validation method was 

used to evaluate and compare ML techniques 
for the prediction of COVID-19 mortality. 
Four evaluation metrics, including accuracy, 
sensitivity, specificity, and AUC, were used to 
compare ML models in predicting mortality in 
patients with COVID-19.

Results

Patient selection criteria 
Information of 2082 patients was reviewed 

from the COVID-19 registry database of Aya-
tollah Taleghani Hospital, Abadan, Khuzestan, 
Iran, and 228 incomplete files with numerous 
missing data were removed from the analysis. 
Finally, the data of 1353 patients were studied 
(Figure 1).

Demographic and clinical charac-
teristics of patients 

In this study, 742 (54.85%) and 611 (45.15%) 
patients were male and female, respectively, 
with a median age of 57.25 (interquartile 18-
100). Moreover, 298 (22.02%) were admitted 
to the Intensive Care Unit (ICU), and 1055 
(77.98%) were hospitalized in general wards. 
A total of 1239 (91.57%) and 114 (8.43%) in-
dividuals were discharged in good condition 
and died, respectively. Tables 2 and 3 show 
descriptive statistics for the 1353 patients.

Simulation phase 
The proposed hybrid ML techniques are in-

vestigated to classify and prioritize the clinical 
variables and mortality prediction. A total of 
10 independent executions were on the data-
set. The 10-fold cross-validation method was 
used to evaluate the classifiers. Adjusting pa-
rameters through the GA and other ML tech-
niques are shown in Table 4; the used dataset 

Variable name
Frequencies    

(Values)

Blood type

27(A-); 552(A+)
54(B-); 132(B+)
49(O-); 421(O+)
29(AB-); 89(AB+)

Gender 742(Male); 611(Female)
Cough 1058(+); 295(-)

Contusion 497(+); 856(-)
Nausea 459(+); 894(-)

Vomiting 396(+); 957(-)
Headache 340(+); 1013(-)

GI symptoms 300(+); 1153(-)
Muscular pain 661(+); 692(-)

Chill 666(+); 687(-)
Fever 706(+); 647(-)

Pneumonia 1135(+); 218(-)
Respiratory intubation 1122(+); 231(-)

Dyspnea 1178(+); 165(-)
Loss of taste 300(+); 1053(-)
Loss of smell 405(+); 948(-)
Runny noise 457(+); 196(-)
Sore throat 544(+); 809(-)

Other underlying dis-
eases

763(+); 590(-)

CVD 406(+); 947(-)
Hypertension 495(+); 858(-)

Diabetes 1368(+); 985(-)
Smoking 69(+); 1284(-)

Alcohol consumption 139(+); 1214(-)
Addiction 37(+); 1316(-)

CRP 1163(+); 190(-)
Hypersensitive troponin 158(+); 1195(-)

Pleural effusion 514(+); 839(-)
Leukocytosis 610(+); 1743(-)

Mortality status (out-
come)

114(+); 1239(-)

CVD: Cardiovascular disease, GI: Gastrointestinal,  
CRP: C-reactive protein

Table 2: Descriptive statistics of qualitative 
variables
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dependent iterative times on all the datasets. 
Some classification algorithms were used to 
measure the recital of each predictive model 
on the selected dataset. Finally, the most im-
portant predictors of mortality in COVID-19 
patients were selected based on the compari-
son of the performance of several machine-
learning techniques on the features selected 

contains 56 features in this study.

Results of feature selection 
In this phase, the GA as a feature-selection 

method was used to identify the top predic-
tors affecting the mortality of COVID-19 
hospitalized patients. The GA algorithm was 
performed with different parameters in 10-in-

Variable name Range Mean (SD)
Age (year) 18-100 57.25 (17.8)

Height (cm) 126-195 163.53 (7.5)
Weight (kg) 42-123 85.20 (11.3)

LOS 1-53 11(3.6)
Creatinine (mg/dL) 0.1-17.9 1.39 (1.4)
RBC count (mcL) 1.38-13.1 4.56 (0.9)

WBC count 1300-63000 8182.34 (4897.4)
Hematocrit 3.6-73.9 39.20 (6.7)
Hemoglobin 3.7-46 13.21 (2.4)

Platelet count 108000-691000 215493.66 (88380.1)
ALC 2-95 23.74 (11.8)
ANC 8-98 74.52 (12.3)

Calcium 0.9-14.1 9.68 (0.8)
Phosphorus 2-12.4 3.50 (0.5)
Magnesium 1.14-19.1 2.16 (0.6)

Sodium 37-157 137.94 (5.3)
Potassium 2.5-14.2 3.98 (0.7)

BUN 0.5-251 42.52 (31.7)
Total bilirubin 0.01-10 0.72 (0.7)

AST 3.8-924 44.45 (53.5)
ALT 2-672 38.29 (41.6)

Albumin 0.2-8.9 4.02 (0.5)
Glucose 18-994 136.09 (74.2)

LDH 4.6-6973 555.68 (339.0)
Activated PTT 1-120 28.56 (11.4)

PT 0.9-46.8 12.82 (1.9)
ALP 9.6-2846 213.12 (139.2)
ESR 2-258 40.65 (28.8)

LOS: Length of Stay, RBC: Red Blood Cell, WBC: White Blood Cell, ALC: Absolute Lymphocyte Count, ANC: Absolute Neutrophil 
Count, BUN: Blood Urea Nitrogen, AST: Aspartate Aminotransferase, ALT: Alanine Aminotransferase, LDH: Lactate Dehydroge-
nase, PTT: Partial Thromboplastin Time, PT: Prothrombin Time, ALP: Alkaline Phosphatase, ESR: Erythrocyte Sedimentation Rate, 
SD: Standard Deviation

Table 3: Descriptive statistics of quantitative variables
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by the GA. Table 5 shows the most important 
variables for predicting mortality in patients 
with COVID-19.

Results of prediction models on 
selected features 

In this phase, the features selected by the GA 

were tested on four prediction models with 
10-fold cross-validation methods. Each model 
was repeated 10 iterations to better measure 
the performance of prediction models and 
the mean evaluation metrics: mean accuracy, 
mean specificity, and mean sensitivity.

Further, the mean, standard deviation, and 

Models Parameters

GA
Population size=50, mutation probability rate (Pm)=0.3, crossover probability rate (Pc)=0.8, stop  

condition: maximum number of generations=100, number of independent executions=10 
KNN K=1, 3, 5
SVM Kernel function = Gaussian, linear and RBF kernel 

Decision tree
ANN 57-10-5-2

GA: Genetic Algorithm, KNN: K-Nearest Neighbors Algorithm, SVM: Support Vector Machines, ANN: Artificial Neural Network

Table 4: Methods of adjusting parameters through genetic algorithm (GA) and other machine learning 
(ML) algorithms

Hybrid 
Classifier

Features selected
Accuracy 

(%)
Specificity 

(%) 
Sensitivity 

(%)

GA-KNN
LOS, age, cough, respiratory intubation, dyspnea, CVD, 

leukocytosis, BUN, CRP, pleural effusion

Mean±SD 90.50±0.4 83.03±0.8 97.98±0.4

MIN 89.99 81.98 96.86
MAX 91.30 84.28 98.33

GA-DT
LOS, CVD, hypertension, hemoglobin, platelet count, 

ANC, pleural effusion

Mean±SD 82.6±0.5 81.17±0.9 84.17±0.7
MIN 82.03 79.69 82.92
MAX 84.02 82.92 85.64

GA-SVM
LOS, age, cough, respiratory intubation, dyspnea, CVD, 

leukocytosis, BUN, CRP, pleural effusion

Mean±SD 95.14±0.1 95.11±0.15 95.18 ±0.7
MIN 94.03 93.09 94.23
MAX 96.54 96.96 96.33

GA-NN
Age, CVD, hypertension, alcohol consumption hemoglo-

bin, platelet count, ALC, ANC, BUN

Mean±SD 94.96±0.19 90.15±0.42 95.77±0.15
MIN 94.70 89.51 92.42
MAX 95.37 90.94 97.90

GA-Linear 
SVM

Age, CVD, dyspnea, platelet count, alcohol consumption, 
hemoglobin, ANC, CRP

Mean±SD 93.32±0.4 89.82±0.1 90.71±0.12
MIN 87.14 86.35 89.75
MAX 94.12 92.45 93.145

SVM-RBF
Age, CRP, pleural effusion, ALC, platelet count, and leu-

kocytosis

Mean±SD 90.82±0.3 91.25 ±0.34 89.25±0.22
MIN 86.92 91.47 93.74
MAX 94.21 93.257 93.251

GA: Genetic Algorithm, KNN: K-Nearest Neighbor Algorithm, LOS: Length of Stay, CVD: Cardiovascular Disease, BUN: Blood 
Urea Nitrogen, CRP: C-Reactive Protein, DT: Decision Tree, ANC: Absolute Neutrophil Count, SVM: Support Vector Machines, 
NN: Neural Network, ALC: Absolute Lymphocyte Count, RBF: Radial Basis Function, SD: Standard Deviation

Table 5: Results of feature selection and 10-fold cross-validation prediction performance of used algo-
rithms on selected features
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minimum and maximum values were mea-
sured in the selected dataset for accuracy, 
confusion matrix, and receiver operating char-
acteristic (ROC) curve of ML models to pre-
dict mortality in the patients with COVID-19.  
Figure 3 illustrates the confusion matrix and 
ROC of all ML algorithms.

Ten features were selected based on the most 
positive correlation with the prediction of mor-
tality in COVID-19 hospitalized patients. The 
results of feature selection and 10-fold cross-
validation predictions are shown in Table 5.

Based on Table 5, when the selected features 
were included in the ML techniques in a to-
tal of 10 independent execution, the results 
show that the performance of the GA-SVM 
technique with the mean classification accu-
racy and mean specificity and mean sensitiv-
ity 95.14±0.1 and 95.11±0.15 and 95.18±0.7 
had the best performance than that of other 
algorithms in predicting the mortality in CO-
VID-19 hospitalized patients. The worst ML 
performance was observed for A total of 10 
independent execution of the GA-DT hybrid 
with mean accuracy, mean specificity, and 
mean sensitivity, of 8.2674e+01, 8.1171e+01, 
and 8.4174e+0, respectively (Figure 4). The 

results of other algorithms in predicting the 
mortality in COVID-19 hospitalized patients 
on selected features are shown in Table 5. 

Discussion
This study aimed to construct four ML-

based prediction models for the prediction of 
mortality in COVID-19 hospitalized patients. 
The GA algorithm was used to optimize the 
best or most optimal subset of predictor vari-
ables. Four ML algorithms: KNN, DT, SVM, 
and ANN were trained based on selected fea-
tures, and data balancing was performed by 
SMOTE over-sampling method. The findings 
show the SVM with the classification accuracy 
of 9.5147e+01 and specificity of 9.5112e+01 
yielded the highest predictive performance 
among the developed ML techniques. 

Feature selection is an important stage in pre-
paring the data before training the model [48]. 
In the present study, 56 variables decreased to 
10 by using GA. The selected features, include 
LOS, age, cough, respiratory intubation, dys-
pnea, CVD, leukocytosis, BUN, C-reactive 
protein, and pleural effusion. 

Some studies are conducted on the applica-
tion of hybrid ML methods in combination with 

Predicting COVID-19 Mortality using Machine Learning Methods

Figure 3: Confusion matrix and receiver operating characteristic (ROC) curve of four best implemented 
machine learning (ML) algorithms. 
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GA to optimize the input variables, readjust 
the configuration of algorithms, and predict 
COVID-19-related outcomes. Monica et al. 
developed a hybrid ML-based model by using 
GA to find the optimal ensemble ANN config-
uration for COVID-19 prognosis and outcome 
prediction with 92% accuracy [34]. Sun et al. 
constructed a hybrid model using combined 
traditional backpropagation ANN and GA to 
optimize the input variables and improve the 
predictive performance effectively [49]. GA 
and convolutional neural network (CNN) were 
employed by Shukla et al. to design an auto-
matic diagnostic model for predicting clini-
cal deterioration and severity of the patients 
with COVID-19 based on chest X-ray images 
with good accuracy of 98.38% and 94.94% for 
training and testing, respectively [37]. Ghosh 
applied CNN-based models optimized by GA 
for diagnosing COVID-19 with optimal ac-
curacy of 90.1% [50]. Albadr et al. used an 
optimized genetic algorithm-extreme learning 
machine (OGA-ELM) with three selection cri-
teria, such as random, K-tournament, and rou-
lette wheel to have prognoses of COVID-19 
and predict severity and mortality risk using 
X-ray images with the accuracy of 100% [33]. 
Babukarthik et al. developed a hybrid model 

based on a genetic deep-learning convolution-
al neural network (GDCNN) for COVID-19 
prediction with an accuracy of 98.84%, the 
precision of 93%, the sensitivity of 100%, and 
specificity of 97.0% [35]. Wang trained the 
two-hybrid intelligence models, including GA 
plus ANN and GA plus RF to classify clinical 
manifestations for COVID-19 severity predic-
tion [51]. Shukla et al. proposed a COVID-19 
diagnostic model based on multi-objective GA 
and CNN in chest X-ray images with an ac-
curacy of 98.39% and 94.94% for training and 
testing, respectively [37]. Zivkovic proposed 
a new prediction model to predict the number 
of COVID-19 confirmed individuals based on 
the hybrid of adaptive neuro-fuzzy inference 
system and enhanced GA metaheuristics. Fi-
nally, they revealed that the suggested model 
outperformed other intelligent methods [52]. 
Doewes developed a COVID-19 analysis sys-
tem using ensemble GA and ML classifiers 
with the accuracy, sensitivity, specificity, and 
AUC of 98.7%, 96.76%, 98.80%, and 92%, 
respectively [53]. 

As the above-reviewed studies showed the 
GA combination with the selected ML models 
can improve their performance. On the other 
hand, studies that used only ML models had 
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a performance lower than 90% in predicting 
the death of COVID-19 patients [54-59]. The 
present study also used some ML algorithms 
in combining with GA to predict mortality in 
COVID-19 hospitalized patients. The results 
showed that the GA-SVM algorithm was effec-
tive in the successful prediction of COVID-19 
mortality with the accuracy of 9.5147e+01 
and specificity of 9.5112e+01. 

In the prior studies, the most important vari-
ables affecting COVID-19 mortality were 
extracted by ML-based [33-35, 37, 49, 51, 
60] and clinical-based [4, 5, 32, 55, 61-66] 
techniques. The selected top variables in pre-
dicting COVID-19 mortality in the reviewed 
ML-based studies [33-35, 37, 49, 51, 60] opti-
mized by GA were advanced age, longer LOS, 
decreased Oxygen saturation (SPO2) leukocy-
tosis, raised C-reactive protein, and cardiovas-
cular diseases. 

On the other hand, many studies have been 
conducted to select the most significant vari-
ables for predicting COVID-19 mortality from 
a clinical perspective. In these studies, the top 
10 predictors or effective factors for the mor-
tality of COVID-19 patients are advanced age 
(older age) [2-6, 55, 63, 65, 67], longer LOS 
[1-3, 6, 65], mechanical ventilation [4, 7, 55, 
61-63], fever [1, 2, 6, 55, 61, 62, 65], decreased 
SPO2 (low oxygen saturation) [35, 49, 51, 60], 
elevated interlukin-6 [4, 5, 55, 61-65], high 
blood pressure [2, 4-6, 8, 55, 63, 64], leuko-
cytosis [1, 4, 7, 8, 61, 63, 64], increased BUN 
[4, 5, 55, 61-65], cardiovascular [1, 2, 4-6, 8, 
55, 61-65], and COPD [4, 6, 8, 61, 63-65]. The 
results of categorizing and ranking features in 
reviewed studies are consistent with those of 
10 executions from the GA-SVM algorithm in 
the current study. 

In the present study, the GA algorithm was 
utilized to address the optimization of the 
predictive variables and “the curse of dimen-
sionality”, which are considered one of the 
greatest challenges in ML models. According 
to the results, the GA as a powerful optimizer 
can select the best subset features in the ML 

algorithms.
The predictive models showed more prom-

ising performance than a single model by 
hybridizing different ML algorithms, con-
structing complex models, and extracting ap-
propriate features. A valuable set of features 
leads to predicting the adequately acceptable 
performance of ML algorithms. However, the 
dataset is often insufficient or imbalanced in 
specific applications. Therefore, training algo-
rithms and good results are vital based on the 
most relevant set of features. 

The present study is important due to two 
reasons, as follows: 1) providing high-risk 
and important mortality predictors and 2) 
providing a simple and fast clinical screening 
tool to accurately predict the risk of death in 
COVID-19 patients. In the present study, the 
predictive models can support the treatment 
team’s decision-making for the triage (priori-
tization) of COVID-19 patients based on the 
risk of death, without waiting for other clini-
cal tests. Therefore, the proposed models can 
effectively triage (prioritize) patients in situ-
ations, in which time loss is important and in 
centers with limited resources.

The ML algorithms potentially have many 
advantages for the healthcare providers in-
volved in the treatment of COVID-19 patients, 
and the trained ML methods can predict the 
death of COVID-19 patients with optimal per-
formance [68, 69]. The developed models can 
help medical resources for deteriorating in-
dividuals, increasing the quality of care, and 
reducing medical faults due to exhaustion and 
working long hours in the ICU during the pan-
demic [70, 71]. Thus, ML-based prediction 
models can significantly contribute to triaging 
hazardous patients and allocating the limited 
hospital resources for mortality risk prediction 
[72, 73], resulting in reducing uncertainty by 
quantitative, objective, and evidence-based 
models for risk classification. Furthermore, 
the ML provides a better strategy for physi-
cians to reduce complications and improve pa-
tient survival [74-77]. 
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This study is conducted with some limita-
tions, as follows: 1) training only four ML 
models, 2) disregarding imaging variables; 
more effective factors along with more ML 
models should be used to predict the mortal-
ity of COVID-19 patients, 3) dealing with a 
retrospective-single center dataset, and 4) the 
low quality (imbalanced, noisy, duplicates, 
and meaningless values), insufficient quantity 
(missing cells), and non-optimal generaliz-
ability of data in the selected database. In the 
current study, noises, duplicates, and mean-
ingless records manually as much as possible 
from the dataset were firstly removed. The 
SMOTE method was used to minimize the 
bias by class balancing and address the prob-
lem of the unbalanced dataset. A dataset with a 
greater sample size should be applied in multi-
center settings in future studies. 

However, the predictability of ML models 
increased using a hybrid approach for accu-
rate selection of the most effective features 
and conduction of an effective training pro-
cess, the use of the proposed model is recom-
mended for predictive analysis of sensitive, 
complex, and ambiguous conditions affecting 
public health, safety, and welfare, such as CO-
VID-19. Due to the use of a precise approach 
for feature selection and data reduction, the 
proposed hybrid model can provide effective-
ly predictive capabilities based on more data 
from multi-center settings during a longer pe-
riod using training more ML algorithms.

Conclusion
In this study, a feature selection method was 

applied using GA to identify the key features 
affecting COVID-19 mortality. Further, this 
study aimed to investigate some predictive 
models for COVID-19 mortality in hospital-
ized patients and select the most important 
features via GA. In this study, diverse predic-
tion models were evaluated, and experiments 
were performed to select the finest ML algo-
rithms for the prediction of COVID-19 mor-
tality. Four hybrid classifiers, i.e., GA-KNN, 

GA-DT, GA-SVM, and GA-ANN were used 
for prediction. The GA-SVM classifier per-
formance had more predictive abilities than 
the other three hybrid ML techniques. Based 
on the GA feature selection, the most impor-
tant attributes affect COVID-19 severity and 
mortality. The GA with prediction models 
improved the performances of the proposed 
models.
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