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Introduction

The Brain-Computer Interface (BCI) enables artificial commu-
nication and control between the human brain and a computer. 
In BCI systems, the user’s target is detected by analyzing elec-

trophysiological and other brain signals [1]. Various techniques, such 
as Electroencephalography (EEG) and functional Magnetic Resonance 
Imaging (fMRI), are employed to record brain activity in BCI research. 
EEG signal acquisition from the scalp is commonly utilized in BCI 
studies, due to its cost-effectiveness and relative simplicity [2]. These 
signals contain Steady-State Visual Evoked Potential (SSVEP), Event-
Related (de) Synchronization (ERD/ERS) [3], Event-Related Potential 
(ERP), and motion-onset Visual Evoked Potential (mVEP) [4]. SSVEP, 
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a periodic neural response, is detected from 
the occipital region [5]. To record SSVEP, the 
user is instructed to focus their gaze on mul-
tiple flashing stimuli that alternate at different 
frequencies. The stimulation frequency and a 
few of its harmonics provide the basis for the 
SSVEP response. 

The SSVEP has become an auspicious meth-
od for practical BCI implementations because 
of its high Information Transfer Rate (ITR), 
simplicity of the system, and short training 
time [6]. Nevertheless, these systems face 
problems, such as fatigue caused by long-term 
exposure to flicker stimuli [7] and different 
sensitivity levels of users to flicker frequen-
cies. Therefore, frequency detection, an essen-
tial challenge commonly associated with SS-
VEP signals, necessitates the use of robust and 
effective methods to improve performance.

Some methods have been recently proposed 
for detecting SSVEP frequency [8], including 
Power Spectral Density Analysis (PSDA) [9], 
Least Absolute Shrinkage and Selection Op-
erator (LASSO) [10], Canonical Correlation 
Analysis (CCA) [11], Multiway Canonical 
Correlation Analysis (MwayCCA) [12], L1-
regularized Multiway Canonical Correlation 
Analysis (L1-MCCA) [13], Multiset Canoni-
cal Correlation Analysis (MsetCCA) [12], and 
Multivariate Linear Regression (MLR) [8]. 
The CCA method, aimed to establish connec-
tions between two sets: recorded and reference 
signals. While PSDA is sensitive to noise and 
demands a larger time window for classifica-
tion, CCA proves more beneficial than tradi-
tional frequency methods [12]. MwayCCA can 
optimize the reference signal using the maxi-
mum correlation between the multidimen-
sional EEG signal, including multiple chan-
nels, and the artificial reference signal [12]; in 
addition, it necessitates a reference signal for 
its processing procedure, which is artificially 
constructed using sine-cosine waves. The ref-
erence signal is then mixed with the recorded 
signal to create an ideal reference signal. Giv-
en that CCA uses artificial reference signals 

that do not reflect the SSVEP features in EEG 
[14], MsetCCA learns real reference signals 
with multiple EEG sets to improve recognition 
accuracy. The MsetCCA method employs an 
improved approach to generating a reference 
signal by leveraging common features among 
recorded signals for each subject and fre-
quency, resulting in a more natural signal than 
artificial sine and cosine signals [15]. MLR, 
a recent method proposed for identifying SS-
VEP features, contrasts with the MsetCCA ap-
proach by demonstrating superior efficiency 
within a shorter time window [16]. 

There are two categories into which fre-
quency detection techniques can be divided. 
The first point of view is the methods’ reliance 
on training, while the reference signal serves 
for the second point of view. Methods that re-
quire training are supervised, such as L1-MC-
CA, MsetCCA, and MLR, and methods that 
do not require training are unsupervised, such 
as PSDA, LASSO, and CCA. From the ref-
erence signal, some techniques—like PSDA 
and MLR—operate apart from it, whereas 
the remaining techniques depend on it. The 
efficiency of frequency detection methods 
is important because the system’s accuracy 
will increase, indicating its proper operation. 
Therefore, many studies seek to utilize ap-
proaches with superior performance in this 
field. Neghabi et al. [17] found that MLR, 
MsetCCA, and Common Feature Analysis 
(CFA) algorithms outperformed CCA, LAS-
SO, and L1-MCCA methods. Signal recording 
protocols and frequency stimuli numbers sig-
nificantly influence SSVEP detection accuracy 
and ITR. Zhang et al. [18] examined the im-
pacts of the SSVEP-BCI stimulus number in 
an Augmented Reality (AR), utilizing various 
stimulus targets and paradigms. In their study, 
which compared CCA, FBCCA, and TRCA 
methods, the results demonstrated a decrease 
in the accuracy of SSVEP recognition with an 
increasing number of stimuli.

When employing frequency recognition 
methods, it’s vital to take into account the 
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characteristics of the dataset. Factors like the 
number of frequencies and the presence of 
harmonics at the stimulation frequencies di-
rectly impact recognition accuracy. Choosing 
methods less influenced by dataset character-
istics helps recognition accuracy regardless of 
these variations. This study aimed to answer 
the following questions: 1) whether increasing 
or decreasing the number of stimuli can affect 
output performance, 2) does the existence of 
frequency harmonics affect recognition ac-
curacy?, and 3) is it possible to determine a 
recognition method that is less sensitive to  
different characteristics of the data?

Material and Methods
This analytical study employed two data-

sets with different characteristics in terms of 
the number of frequencies and frequency har-
monics. Five frequency recognition methods 
were identified and implemented to assess 
the impact of the number of frequencies and 
frequency harmonics on these datasets. The 
methods have been used in this study include: 
1- CCA, 2- LASSO, 3- MsetCCA, 4- MLR, 
5- L1-MCCA. The results are evaluated us-
ing two criteria: Accuracy and ITR. Figure 1 
shows a block diagram of the stimuli numbers 
and harmonics.

Dataset
RIKEN-SSVEP-4 dataset
The RIKEN-SSVEP-4 dataset, recorded at 

the Riken laboratory, Institute of Physical and 
Chemical Research, Japan, comprises SSVEP 
signals from eight channels collected from ten 
participants. Subjects were positioned 60 cm 
away from a 17-inch CRT monitor in a shield-
ed room. Stimulation frequencies of 5.75, 
7.75, 8.75, and 9.75 Hz were used. Participants 
were instructed to focus on each stimulus fre-
quency for 4 seconds. Each subject completed 
20 experimental runs, resulting in a total of 80 
trials (4 and 20 trials per run and frequency, 
respectively) [19].
SEMNAN-SSVEP-21 dataset
The SEMNAN-SSVEP-21 dataset was re-

corded in the Biological Signal Recording and 
Processing Laboratory at Semnan University, 
Semnan, Iran. This dataset included ten par-
ticipants aged between 22 and 33 years, all of 
whom were inexperienced with BCI systems. 
EEG signals were acquired using the Bay-
amed electroencephalograph (EEG.V.16.24, 
Bayamed, Iran) at a sampling rate of 250 Hz, 
specifically from the Oz channel. Participants 
were instructed to sit in a comfortable posi-
tion in front of a 15.6-inch LED screen with 
a refresh rate of 60 Hz and maintain steady 

Figure 1: Block diagram of a process in the (a) stimuli numbers and (b) frequency harmonics. 
(CCA: Canonical Correlation Analysis, LASSO: Least Absolute Shrinkage and Selection Opera-
tor, MLR: Multivariate Linear Regression, MCCA: Multiway Canonical Correlation Analysis, L1-
MCCA: L1-regularized Multiway Canonical Correlation Analysis, ITR: Information Transfer Rate) 
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fixation without any movement. The visual 
stimulation pattern was selected by a 10 cm-
wide flashing circle in the center of the screen. 
Ten experimental sessions were conducted, 
each displaying stimuli ranging from 6 to 16 
Hz with a frequency step of 0.5 Hz, totaling 
21 frequencies. Each stimulus was presented 
for 8 seconds with a 5-second break between 
stimuli [20]. In this study, two subsets were 
extracted from this data set with 16 frequen-
cies, with and without harmonics. The stim-
ulation frequency of SEMNAN-SSVEP-16 
without harmonic is 6, 6.5, 7, 7.5, 8, 8.5, 9, 
9.5, 10, 10.5, 11, 11.5, 12.5, 13.5, 14.5, 15.5 
and the stimulation frequency of SEMNAN-
SSVEP-16 with harmonic is 6, 6.5, 7, 7.5, 8, 
8.5, 9, 12, 12.5, 13, 13.5,14, 14.5, 15, 15.5, 16.

CCA
Canonical correlation analysis is a statistical 

method that maximizes the similarity between 
two data sets. For the two vectors of random 
variables X = (X1,..., Xn) and Y = (Y1,..., Ym) that 
there is a correlation between their variables, 
the canonical correlation analysis method will 
find the linear combinations between Xi and Yi 
with the strongest correlation. X, a test data 
set, includes EEG signals from several chan-
nels with T time points in each channel. Y, a 
pre-constructed reference signal, is formed by 
a series of sine cosine waves as equation (1) 
[21]:

( )( )
( )( )

( )( )
( )( )

sin 2

cos 2

.
1 2. , , , ,

.
2

cos 2

i

i

s s s

i

i

f t

f t

TY t
F F F

sin Nf t

Nf t

π

π

π

π

 
 
 
 
 
 = = …
 
 
 
 
 
 

 (1)

where fi denotes the ith stimulus frequency, 
N is the number of harmonics, Fs is the sam-
pling rate, and T represents the number of 
sampling points. CCA can find a pair of linear  

transformations Wy and Wx that maximize the 
correlation between y=YTWy and x=XTWx. For 
this purpose, by considering two conditions 
according to equations (2) and (3) [21], the to-
tal correlation is obtained by solving the opti-
mization problem of equation (4) [21].
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Where ρi is the correlation coefficient and i 
is the number of stimulation frequencies. Af-
ter finding the value of ρi for all stimulation 
frequencies, the frequency of the maximum 
correlation coefficient will be set as the target 
frequency [21].

LASSO
This method is used to detect the SSVEP re-

sponse of the EEG signal, with higher output 
performance than the CCA method. Each EEG 
trial supposes that SSVEPs for the response 
YϵRn are standard linear regression in equation 
(5) [10].

Y X β ε= +                                                     (5)
Where X=(X1,..., Xp) denotes a n×p design 

matrix, ε shows a noise vector with the zero 
mean and constant variance, and y is a n×1 
vector. The LASSO estimation is obtained 
from equation (6) [10]. In this equation, ‖.‖1 
and ‖.‖2 represent the l1-norm and the l2-norm, 
respectively. λ is a penalty parameter that en-
courages a sparse solution to minimize the 
noise:

( )2
2 1

ˆ argmin Y Xββ β λ β= − +               (6)
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In order to develop the SSVEP detection 
model, the X matrix is defined as a set of sym-
metric square wave (Si) that correspond to the 
frequencies of the stimuli. (Si) can be decom-
posed into the Fourier series of harmonics 
shown in equation (7) [10].
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fi and Fs denote the ith stimulus frequency 
and the sampling rate, respectively. Also, N 
and T are the number of harmonics and sam-
pling points, respecyvely. The LASSO method 
calculates the β̂  value between the EEG sand 
the reference signals to determine the contri-
bution degree. The contribution degree for all 
channels is calculated in equation (8) [10] to 
classify the SSVEP signal and determine the 
frequency that the user has been focused on.

2
,1 1

M K K
i jK J

iCD
M

β
= == ∑ ∑                                   (8)

K and M equal the number of harmonics 
and channels, and CDi is the contribution de-
gree of the ith square wave in the signal. The 
target frequency is indicated by the highest  
contribution degree [10].

MLR
Previous studies have shown that the MLR 

method has better results than the CCA meth-
od. This section introduces the MLR tech-
nique, which improves accuracy by extracting 
unique SSVEP features. The label matrix is 
created by labeling the training data used in 
this method. Following the PCA-assisted di-
mension reduction, the training data and label 
matrix are subjected to the MLR technique to 
identify the ideal subspace. The MLR method 

doesn’t use Sine and Cosine as the reference 
signals.

Suppose the training data is represented by 
equation (9) [8].

[ ]1, , D N
NX X X R ×= … ∈                              (9)

Where D is the dimension of features (D = C 
channel × P time points), and N is the number 
of training samples. The training data are re-
corded in M independent stimulation frequen-
cies. In the preprocessing step, the PCA is then 
implemented to reduce the dimension of the 
data, and the data are obtained as the equation 
(10) [8]:
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The label matrix is then constructed by Y. 
The label matrix of the training data is ( )iX , 
belonging to class m, Equation (11) [8]:
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Then, the label matrix is constructed by 
( ) ( )1[ , , ]N M NY y y R ×= … ∈ . The MLR meth-

od aimed to find the subspaces with the least 
sum of squares, as Equation (12) [8]:
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[ ]1, , S C
CW w w R ×= … ∈  denotes the projec-

tion matrix, and b is the model intercept. b is 
calculated with Equation (13) [8]:

( ) ( )( )
1

1 N
i iT

i

b y W x
N =

= −∑                               (13)

Then, the training data is projected on the 
W, including the characteristics of the training 
data. After learning the projection matrix via 
MLR between the label matrix and training 
samples, the training data are projected onto 
a lower-dimensional space. PCA is used to re-
duce the dimensionality of test data, which is 
then projected to the space learned by MLR. 
Finally, the sub-space features extracted by 
the MLR are classified using the K-Nearest-
Neighbor (k-NN) algorithm [8].
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MsetCCA
The MsetCCA has recently been used to op-

timize reference signals using common com-
ponents between multiple test signals and to 
increase the correlation between canonical 
variables from several sets of random vari-
ables with several distinct linear combina-
tions, equation (14) [15]:

[ ]1, , D N
NX X X R ×= … ∈                          (14)

Where D is the dimension of features (D = C 
channel × P time points), and N is the number 
of the training samples. To increase the cor-
relation between the canonical variables, the 
method of maximum variance is used in equa-
tion (15) [15].
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Accordingly, Cij=XiXj
T is the correlation ma-

trix of the two sets, and ρ is the correlation 
coefficient. By using the Lagrange multiplier 
method, the increase of the Equation (15) 
transforms to the Equation (16) [15]:
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( )1, 2, ,, , , C P
m m N mX X X R Cchannels Ppoint×… ∈ ×

denote EEG signals recorded from N experi-
mental training trials at the m-th stimulation 
frequency fm. The MsetCCA is implemented 
for finding the multiple linear transforms 
w1,m,w2,m,…,wN,m to increase the correlation 

between canonical variables 1,m 2,m N,mZ , Z , , Z…    
with associated spatial filters 

( ), , , 1,2, ,T
i m i m i mZ w X i N= = … . These ca-

nonical variables indicate the common  
features of several training datasets. The ca-
nonical variables are combined to form the op-
timized reference signal for the fm stimulation 
frequency. The optimized reference signal is 
as equation (17) [15]:

1, 2, ,, , ,
T

m m m N mY Z Z Z = … 
                         (17)

For each stimulation frequency fm, the refer-
ence signal corresponding to that Ym is consid-
ered for calculating the maximum correlation 
coefficient with EEG signal [15].

L1-MCCA
This method is to use a function that auto-

matically extracts features to optimize the ref-
erence signal in the SSVEP detection. To con-
struct the SSVEP detection model, we 
consider a three-dimensional n K IX R × ×∈
(Time × experiment × Channel) the EEG  
signal with a specific stimulus frequency that 
is recorded by multiple channels and a signal 

2 N nY R ×∈ :

Y X β ε= +                                                (18)

The optimization of the L1-MCCA problem 
is done in equation (19) [22]:
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Where 2
1 3, ,I k Nw R w R v R∈ ∈ ∈  are pro-

jection’s vectors, and λ1, λ2, λ3 are the  
adjustment parameters [22].

Evaluation criteria
In the present study, methods, such as CCA, 

MLR, LASSO, MsetCCA, and L1-MCCA, 
were implemented to investigate the effects 
of frequency harmonics and the number of 
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frequencies. In the LASSO and L1-MCCA 
procedures, lambda was set to 0.5 and 0.02, 
respectively. The average classification ac-
curacy was determined using the leave-
one-out cross-validation method. Also, BCI 
performance was evaluated using the accu-
racy (20) and ITR (21) [19] for classification  
evaluation:

( )  / 100Accuracy TP TP TN= + ×             (20)

Where TP is true positive, TN is true  
negative

( )2 2 2
1 60log log 1 log

1f
f

PITR N P P P
N T

  −  = + + − ×     −    
 (21)

P is the classification accuracy, Nf is number 
of frequencies, and T is the time window (time 
window: 0.5 to 4 seconds).

Results

Latency
The visual delay among the SSVEP respons-

es and stimulus is critical for target recogni-
tion [16,20]. Furthermore, latency ensures 
that SSVEP responses can be found in the 
time window. Determining the optimal laten-
cy involves balancing accuracy and the total  

duration of the window. Therefore, the ideal 
latency provides high accuracy within the 
shortest timeframe. In this study, accuracy and 
ITR are utilized to determine a suitable laten-
cy. The CCA method was applied with laten-
cies ranging from 0.03 to 0.4 seconds and a 
time step of 0.02 seconds. Subsequently, the 
latency was selected that has the highest ac-
curacy and ITR for each subject. According to 
Figure 2, the optimal latency is 0.15 seconds, 
maximizing both accuracy and ITR.

Data Validation
The average accuracy and ITR for different 

time windows from 0.5 to 4 seconds are shown 
in Figure 3(a) and (b), among all subjects us-
ing the 8-channel EEG signal of the RIKEN-
SSVEP-4 data. According to Figure 3(a), 
the MLR has higher accuracy than the CCA 
and LASSO in all time windows. The MLR 
achieves higher performance in time win-
dows of less than 1.5 seconds. The L1-MCCA 
method has better results than the other four 
methods during the 2- to 4- second time win-
dow. According to Figure 3(b), the time win-
dow for the highest ITR in various methods is  

Figure 2: Accuracy and ITR of a four-second time window for different latencies. The highest 
value in ITR is denoted by a red star. (ITR: Information Transfer Rate)

371



J Biomed Phys Eng 2024; 14(4)

Maedeh Azadi Moghadam, et al

different (CCA=2s; LASSO=1.5s; MCCA=1s; 
L1-MCCA=1s; MLR=1s). The highest ITR 
obtained by the MLR is 93.81 bits/min from 
a 1-second data length. The MLR, L1-MC-
CA, MCCA, CCA, and LASSO methods per-
formed more efficiently during the 1-second 
time length, respectively. The RIKEN-SS-
VEP-4 data contains 4 stimulation frequencies 
compared to the SEMNAN-SSVEP-4 data at 
frequencies of 6, 8, 9, and 10 in Figure 4.

Figure 4(a) and (b) show the average ac-
curacy and ITR with time windows from 0.5 

to 4 seconds among all subjects using SEM-
NAN-SSVEP-4 data. According to Figure 4 
(a), the MLR method has higher accuracy and 
ITR than the other four methods over the time 
window of less than 1.5 seconds. CCA and 
LASSO methods have better results during the 
1.5- to 4-second windows than the other three 
methods. According to Figure 4(b), the time 
window for the highest ITR in various meth-
ods is different (CCA=1.5s; LASSO=1.5s; 
MCCA=1.5s; L1-MCCA=1s; MLR=1s). The 
highest ITR obtained by the MLR is 51.27 

Figure 3: Average (a) accuracy and (b) ITR obtained from several methods in different time  
windows using RIKEN-SSVEP-4 data. (CCA: Canonical Correlation Analysis, LASSO: Least Abso-
lute Shrinkage and Selection Operator, MCCA: Multiway Canonical Correlation Analysis, MLR: 
Multivariate Linear Regression, L1-MCCA: L1-regularized Multiway Canonical Correlation Analy-
sis, ITR: Information Transfer Rate)

Figure 4: Average (a) accuracy and (b) ITR obtained from several methods in different time 
windows using SEMNAN-SSVEP-4 data. (CCA: Canonical Correlation Analysis, MCCA: Multiway 
Canonical Correlation Analysis, MLR: Multivariate Linear Regression, LASSO: Least Absolute 
Shrinkage and Selection Operator, L1-MCCA: L1-regularized Multiway Canonical Correlation 
Analysis, ITR: Information Transfer Rate)
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bits/min from a 1-second data length. The 
MLR, CCA, LASSO, L1-MCCA, and MCCA 
methods, performed more efficiently dur-
ing the 1-second time window, respectively. 
When comparing the results obtained from the 
SEMNAN-SSVEP-4 and RIKEN-SSVEP-4 
datasets, it can be concluded that the data from 
Semnan is reliable. This conclusion is based 
on the high accuracy achieved by both datas-
ets using a 1-second time window, where the 
MLR method yielded the best results.

Investigation of the effects 
of frequency harmonics on the  
efficiency of frequency recognition 
methods

Subsets of the SEMNAN-SSVEP-21 

have been used to investigate the impacts 
of frequency harmonics. Figure 5(a) and (b) 
show the accuracy and ITR obtained from 
several state-of-the-art methods in differ-
ent time windows using the SEMNAN-SS-
VEP-16 data without frequency harmonics.  
According to Figure 5(a), the MLR has the 
best results in accuracy in fewer than 2 sec-
onds. The CCA method has the best results 
in the 2- to 4- second time window. Accord-
ing to Figure 5(b), the time window for the 
highest ITR in various methods is different 
(CCA=2.5s; LASSO=2.5s; MCCA=3s; L1-
MCCA=2.5s; MLR=1.5s). The highest ITR 
obtained by the MLR method is 40 bits/min 
from a 1.5-second data length. The MLR, 
L1-MCCA, CCA, MCCA, and LASSO meth-

Comparative Study of Frequency Recognition Techniques for SSVEP

Figure 5: Average accuracy and ITR obtained from methods in different time windows using 
SEMNAN-SSVEP-16 data with harmonics and without it. (a) Average accuracy by SEMNAN-
SSVEP-16 data without harmonics, (b) Average ITRs by SEMNAN-SSVEP-16 data without  
harmonics, (c) Average accuracy by SEMNAN-SSVEP-16 data with harmonics, (d) Average ITRs 
by SEMNAN-SSVEP-16 data with harmonics. (CCA: Canonical Correlation Analysis, msetCCA:  
multiset Canonical Correlation Analysis, MLR: Multivariate Linear Regression, LASSO: Least  
Absolute Shrinkage and Selection Operator, L1-MCCA: L1-regularized Multiway Canonical  
Correlation Analysis, ITR: Information Transfer Rate)
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ods performed more efficiently during the  
1-second window, respectively. 

Figure 5(c) and (d) show the accuracy and 
ITR obtained from several state-of-the-art 
methods in different time windows using the 
SEMNAN-SSVEP-16 data with frequency 
harmonics (five frequency harmonics). Ac-
cording to Figure 5(c), the MLR has the best 
performance in terms of accuracy and ITR over 
the whole-time window. Figure 5(d) shows the 
ITRs across the subjects using different time 
windows. According to Figure 5(d), the time 
window for the highest ITR in various meth-
ods is different (CCA=2.5s; LASSO=2.5s; 
MCCA=3.5s; L1-MCCA=2.5s; MLR=1.5s). 
The highest ITR obtained by the MLR meth-
od is 35.47 bits/min from a 1.5-second time 
length. Similar to the order of results obtained 
from data without harmonics, MLR, L1-MC-
CA, CCA, MCCA, and LASSO methods per-
formed more efficiently during the 1-second 
window, respectively.

The length of the time window is a critical 
factor in SSVEP-based BCIs as it determines 
the amount of data required for frequency rec-
ognition during each interval. However, the 
BCI system performance requires a trade-off 
between recognition accuracy and time win-
dow that will show with ITR [23]. Considering 
that the time window of 2.5 seconds in most 
methods has a higher ITR, this window length 
is used to compare the effect of frequency har-
monic. In this regard, the amplitude of the ac-
curacy difference between the two states (with 

harmonic and without harmonic) was evalu-
ated. Table 1 shows the accuracy difference 
between the two states.

Investigation of the effects of the 
frequency number on the efficien-
cy of the frequency recognition  
methods

The SEMNAN-SSVEP-16 data without har-
monics were utilized to scrutinize the number 
of frequencies on the classification perfor-
mance. The MLR was selected as the best-
performing method, then the number of target 
stimuli (4-16 frequencies) gradually increases. 
Figure 6(a) and (b) show the accuracy, and 
ITR obtained MLR in a different frequency 
using the SEMNAN-SSVEP-16 data without 
frequency harmonics.

Figure 6 with a negative slope shows that 
increasing the number of stimulation frequen-
cies leads to a decrease in performance because 
increasing the number of frequencies leads to 
increasing the number of classes, which re-
duces the accuracy. Initially, when increasing 
the time window to durations like 0.5, 1, or 
1.5 seconds, the results exhibit closer prox-
imity. However, as the time window further  
extends to durations, such as 2, 2.5, 3, 3.5, or 4 
seconds, the results diverge, indicating that the 
number of frequencies has a notable impact on 
the output performance.

Discussion
This study aims to examine the influence of 

Maedeh Azadi Moghadam, et al

Table 1: Recognition accuracy difference between two states (with harmonic and without  
harmonic).

                     Methods

Accuracy
CCA (%) msetCCA (%) MLR (%) LASSO (%) L1-MCCA (%)

Without harmonic 83 50 79 80 68
With harmonics 64 41 71 57 56

Difference 19 9 8 23 12
CCA: Canonical Correlation Analysis, msetCCA: Multiset Canonical Correlation Analysis, MLR: Multivariate Linear Regression, 
LASSO: Least Absolute Shrinkage and Selection Operator, L1-MCCA: L1-Regularized Multiway Canonical Correlation Analysis
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frequency harmonics and the number of stim-
uli on the accuracy of frequency recognition. 
Various methods, including CCA, MCCA, 
MLR, LASSO, and L1-MCCA, were em-
ployed and evaluated using two distinct datas-
ets. The first dataset consisted of four frequen-
cies, while the second dataset was divided into 
two subsets, each comprising 16 frequencies. 
Notably, the subsets differed in terms of fre-
quency harmonics, with one subset containing 
harmonics and the other lacking them.

The frequency recognition accuracy of MLR 
decreased by 9% with an increase in the num-
ber of stimuli from 4 to 16 stimuli. The de-
creasing accuracy is consistent with the results 
of [18], which investigated the effect of the 
number of stimuli in AR-SSVEP on accuracy. 
By increasing 9 to 36 stimuli, the accuracy of 
frequency recognition decreased by 12.39%. 
In the present study, the new stimulation fre-
quency is added to the existing frequency set. 
However, in reference [18], the datasets with 
varying numbers of frequencies have different 
frequency compositions.

The system performance will decrease if 
the stimulation frequencies include the base 
frequencies with their harmonics across all 
frequency recognition methods. However, in 
many studies, such as [24,25], the base fre-
quency with their harmonics has been used 

as the stimulation frequency. Optimal perfor-
mance output can be achieved by employing 
base frequencies without harmonics. The re-
sults of this study show that the method that 
has the least sensitivity to the presence of fre-
quency harmonics is MLR. This method ex-
hibits the least decline, at 8%.

Therefore, considering that the characteris-
tic of the data affects the output, choosing a 
frequency recognition method that does not 
depend on the characteristics gives robust re-
sults. According to the results, not only does 
the MLR method outperform others in short 
time windows, but it also experiences smaller 
decreases in accuracy due to the presence of 
frequency harmonics compared to the other 
methods, indicating its lower susceptibility to 
frequency harmonics in stimulation frequen-
cies. It is also less sensitive to the number of 
stimulation frequencies Therefore, this fre-
quency recognition method exhibits minimal 
sensitivity to data characteristics and it is sug-
gested as a suitable method for frequency rec-
ognition.

As described in section 2.2, the CCA method 
entails a straightforward computational proce-
dure with relatively low time complexity, and a 
crucial factor often required in online BCI sys-
tems [26]. Under [27] and [28], no substantial 
difference exists between the results obtained 

Figure 6: Average (a) accuracy and (b) ITR obtained from MLR method using SEMNAN-SSVEP-16 
data without harmonic with a different number of frequencies. (ITR: Information Transfer Rate, 
MLR: Multivariate Linear Regression)
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using the CCA and filter bank CCA (FBCCA) 
that work without training data [29]. Hence, 
given its low computational cost, only CCA 
was employed in this study.

In SSVEP tasks, the utilization of the meth-
ods involving training, such as multi-way 
CCA, L1-MCCA, MsetCCA, and Task-related 
Component Analysis (TRCA) [30] can yield 
better classification accuracy in comparison 
to training-free techniques. This study in-
vestigated into L1-MCCA since it is a more 
powerful algorithm than multi-way CCA. The 
TRCA method is a training approach related to 
a given task from EEG signals recorded across 
multiple channels [31]. However, a limitation 
of this study is the use of a dataset recorded 
through only one channel. As the occipital 
area commonly displays the strongest SSVEP 
response, it is frequently utilized in SSVEP 
tasks [32]. The electrodes placed in the oc-
cipital locations (O1, O2, and Oz) are typically 
used in SSVEP-based BCI [33,34]. If multiple 
occipital channels were available, the impact 
of data characteristics on the TRCA method 
could be explored further.

Conclusion
This study demonstrated the important ef-

fects of frequency harmonics and the number 
of stimuli on frequency recognition meth-
ods. Two datasets that differed with distinct 
characteristics in a number of frequency and 
frequency harmonics were investigated. The 
results show increasing the number of stim-
uli can reduce recognition accuracy and ITR. 
Also, to improve system accuracy, the study 
also recommended avoiding using stimulation 
frequencies with their harmonics.

The MLR method, which is less sensitive to 
the characteristics of the data, is advised for 
frequency recognition in the future to improve 
accuracy.
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