
J Biomed Phys Eng 2025; 15(3)

1Institute of Medical Sci-
ence and Technology, 
Shahid Beheshti Univer-
sity, Tehran, Iran
2Cyberspace Research 
Institute, Shahid Be-
heshti University, Tehran, 
Iran

*Corresponding author: 
Hasti Shabani 
Institute of Medical Sci-
ence and Technology, 
Shahid Beheshti Univer-
sity, Tehran, Iran
E-mail:  
ha_shabani@sbu.ac.ir
Received: 19 February 2025
Accepted: 12 May 2025

Technical Note

ABSTRACT
Uneven illumination correction is considered a critical pre-processing step in creating 
digital images from optical microscopes, particularly in whole-slide imaging (WSI). 
While deep learning-based methods have suggested new possibilities, they often struggle 
with generalizing to unseen images and require substantial computational resources. The 
most common approach for training deep neural networks in this field relies on patch-
based processing, which may overlook the global illumination distribution, leading to 
inconsistencies in correction. This study aimed to identify a key limitation in deep learn-
ing models for uneven illumination correction, highlighting the importance of preserving 
the original image resolution and incorporating a global view of illumination patterns 
to enhance generalization. To address this, we proposed a new training set design strat-
egy that optimizes neural network performance while utilizing computational resources 
effectively. Our approach ensures a more uniform correction across entire WSI slides, 
reducing artifacts and improving image consistency. The proposed strategy enhances 
model robustness and scalability, making deep learning-based illumination correction 
more practical for clinical and research applications. 
Citation: Nemati S, Shabani H, Mahmoudi-Aznaveh A. Training Set Design for Uneven Illumination Correction in High-Resolution Whole Slide 
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Introduction

Whole slide imaging (WSI) provides a digital high-resolution im-
age from a sample covering the whole field of view (FOV) of 
the entire slide [1]. This technique eliminates manually scan-

ning biological samples and offers specialists advanced image-based 
analysis and interpretation. In this regard, different image processing tech-
niques, such as illumination correction and stitching, are required to put 
the captured images (tiles) next to each other to form a reliable image of 
the entire tissue [2]. Optical microscope modalities, such as bright-field, 
dark-field, and fluorescence often exhibit uneven illumination, known as 
vignetting, which occurs due to non-uniform illumination distribution, lens 
imperfections, or variations in sample thickness [3]. Uneven illumination 
results in an image with a falloff in intensity from the center of the radia-
tion to the borders, which introduces a black plaid pattern on the virtual 
slide and affects the accuracy and reliability of subsequent analysis tasks 
[1]. Therefore, correcting uneven illumination is a crucial pre-processing 
step to enhance the quality and consistency of images captured by a WSI 
scanner [4]. Deep learning methods, which have significantly advanced 
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various domains of image processing, have also 
shown promising results in addressing uneven 
illumination effects. Compared to analytical ap-
proaches, an effective deep neural network of-
fers advantages such as the processing of color 
images without the need to process each chan-
nel separately, automated feature extraction, 
and real-time correction. However, brightness 
enhancement has been extensively studied in 
computer vision, the approaches are not directly 
applicable to WSI due to the following reasons: 
1) computational complexity: images from the 
WSI technique are large and high-resolution, 
often consisting of gigapixel-sized images, and 
many computer vision algorithms may not be 
scalable or efficient enough to handle the com-
putational demands of WSI, 2) homogeneity 
preservation: inconsistent illumination or ap-
pearance among tiles introduces errors in the 
stitching step and further analysis, and 3) ro-
bustness and generalization: computer vision 
algorithms for uneven illumination correction 
are often developed and evaluated on specific 
datasets and imaging conditions, however, 
the WSI encompasses a wide range of uneven  
illumination patterns [4,5]. 

In 2016, Mei et al. proposed a fully convolu-
tional network to eliminate the uneven illumi-
nation of dermoscopy tiles [6]. They used con-
volutional layers, ReLU activation, and pooling 
layers to extract information at different scales, 
merging them with skip connections and using 
Euclidean distance as a loss function. The pro-
posed method utilized 1000 high-quality der-
moscopy tiles without uneven illumination pat-
terns as ground truth images and a simulation 
method to provide more data based on 4 syn-
thetic uneven illumination patterns. Although 
the illumination pattern was relatively well cor-
rected in the output images of this network, a 
severe color shift was also observed. In 2021, 
Wang et al. proposed another fully convolution-
al network, composed of a feature encoder, fea-
ture decoder, and detail supplement module to 
first estimate the distribution of illumination in-
formation in the input image and then compen-
sate for the corresponding uneven illumination 
[4]. The results were reported based on a private 

dataset containing 300 female reproductive tract 
pathological cells (FRTPC) tiles with the same 
illumination pattern, in which 250 and 50 im-
ages have been allocated to the training and test 
sets, respectively. Additionally, they employed 
tiles from 49-01 and 53-03 samples from the 
public dataset [1] as train and test sets, respec-
tively. The loss function is a weighted sum of 
Euclidean distance and the structural similar-
ity index (SSIM). The results reveal that the 
network has been successful in correcting data 
similar to the training set. In 2024, Nemati et al. 
proposed a model based on pix2pix, a subset of 
a generative adversarial network (GAN), with 
modifications tailored for uneven illumination 
correction [5]. Their study demonstrated that 
increasing the bottleneck size enhances unifor-
mity in the corrected images. However, they 
also observed that a larger bottleneck reduces 
the level of detail in the reconstructed output. 
This finding highlights a fundamental trade-off 
between achieving more uniform illumination 
correction and preserving fine image details.

In this study, we proposed a straightforward 
yet effective training set design that improves 
the generalization capability of tile-based deep-
learning methods for correcting uneven illumi-
nation in WSI. The proposed method is focused 
on the efficiency of deep learning algorithms 
and their adaptability to previously unseen  
textures and illumination patterns.

Material and Methods
This technical study investigates a novel  

training set design strategy for deep learning-
based uneven illumination correction in WSI.

Whole Slide Imaging dataset
In the present study, the public WSI dataset 

of bright-field optical microscopic images was 
used as the Tak dataset [1]. This dataset is ac-
knowledged as an appropriate dataset for un-
even illumination correction applications be-
cause the tiles are available in their raw form 
with no pre-processing, and the corresponding 
ground truth tiles are obtained from a golden 
standard Empty-Zero algorithm [5]. This data-
set contains ten samples of different cells with 
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distinctive texture and illumination patterns, 
each identified by a unique digital identifier 
(ID). Each sample, except for one, includes 100 
tiles (sample with ID 194-01-70 has 94 tiles). 
Images are all 8-bit, three-channel RGB color 
with a size of 1719×2304 pixels.

Proposed Approach
The supervised tile-based deep learning struc-

tures are fully automatic without any human in-
tervention for parameter settings, as mentioned 
in the previous section. They can handle various 
types of uneven illumination in real time; how-
ever, their performance is highly dependent on 
the training set. Regardless of network strength, 
they struggle with generalizing to new, unseen 
images with different textures and illumination 
patterns. To address this limitation, we focused 
on the training phase to enhance adaptability 
to variations in illumination patterns and tex-
ture details, while concurrently maintaining 
the original resolution of the images captured 
by the WSI technique, utilizing the available  
computational resources. 

Our strategy aimed to preserve the entire un-
even illumination patterns as global features 
critical to effective learning for the networks. 
We designed three distinct training sets utiliz-
ing a modified version of the network proposed 
by Wang et al. [4], in which we do not reuire 
patch-based training strategy. It is worth men-
tioning that the Wang network uses small patch-
es of size 384×384 pixels, randomly extracted 
from the input image due to resource constraints  
associated with processing large, high-resolu-
tion whole slide images. However, this approach 
has a significant drawback: the entire uneven  
illumination pattern, which occurs smoothly as 
a global feature across the captured images by 
the WSI technique, may not be adequately cap-
tured by the model. This limitation results in a 
lack of diversity in the network’s understand-
ing of such patterns, potentially impairing its  
generalizability to new and varied datasets. 

To generate the training sets, ground truth tiles 
of each sample, originally sized at 1719×2304 
pixels, were cropped into tiles of size 512×512 
pixels. These cropped tiles were then multiplied 

by a resized uneven illumination pattern derived 
either from the same sample or from other sam-
ples. Resizing the illumination pattern does not 
degrade its essential characteristics because its 
variation is very gradual and consistent. Unlike 
the random patch extraction approach, which 
could confuse the network by providing patches 
from different parts of the unevenly illuminated 
image, our method combines cropped tiles with 
the complete illumination pattern. This allows 
the network to perceive the pattern holistically, 
which is crucial for accurately learning and cor-
recting uneven illumination. This strategy not 
only preserves the resolution of whole slide 
images but also respects computational con-
straints. The illumination pattern was comput-
ed as the average over the extracted illumina-
tion patterns of all tiles within a given sample. 
By maximizing data diversity and providing a 
comprehensive representation of the illumi-
nation variations, this approach enhances the 
network’s generalization performance. Three 
distinct training sets, as presented in Table 1, 
were implemented based on the Tak dataset as 
follows: 

Training Set 1 (TS1): With a focus on dataset 
expansion, this set significantly increased the 
original 100 images from sample 49-01 to 1200 
cropped images. Each of these cropped images 
was multiplied by a single uneven illumination 
pattern, thereby enhancing the dataset size and 
providing a robust foundation for the model’s 
learning capabilities. 

Training Set 2 (TS2): To further enrich the 
illumination pattern variety, the second training 
set incorporated 3264 cropped images. Within 
this set, 408 cropped images from sample 49-01 
were multiplied by 8 distinct uneven illumina-
tion patterns. This deliberate infusion of diverse 
illumination patterns served to emphasize the 
adaptability of the model to a broader range of 
scenarios. 

Training Set 3 (TS3): Combining variations 
in both illumination patterns and textures, TS3 
comprised 408 cropped images from 8 distinct 
samples. Each of these images was multiplied 
by its corresponding uneven illumination pat-
tern, yielding a total of 3264 images. This  
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comprehensive approach aimed to bolster the 
model’s ability to generalize to new textures 
and illumination conditions. 

To assess the performance and generalization 
capability of the trained network, we employed 
a 5-fold cross-validation strategy for TS3, as 
depicted in Table 1. In each fold, eight datasets 
were selected for training while the remaining 
two datasets were used for testing. This process 
ensured that every dataset participated in both 
training and validation exactly once across the 5 
folds. This iterative process allowed us to evalu-
ate the network’s consistency and effectiveness 
in managing variations in illumination patterns 
and texture details across different subsets of the 
data.

Evaluation metrics 
Different evaluation criteria provide a more 

comprehensive assessment of the quality and 
effectiveness of algorithms. Image processing 
algorithms are evaluated using reference-based 

and non-reference metrics. The reference-based 
criteria are typically well-defined mathematical 
calculations, particularly evaluating pixel dif-
ferences between the processed image and the 
ground truth. The non-reference metrics, on the 
other hand, rely on the inherent characteristics of 
the image itself, eliminating the need for ground 
truths [7]. In the present study, algorithms are 
assessed using common criteria of both refer-
ence-based and non-reference perspectives. The 
former includes Mean Squared Error (MSE), 
Structural Similarity Index (SSIM), Peak Sig-
nal-to-Noise Ratio (PSNR), Correction Score 
(CS) [3], and DeltaE2000 [8], and the latter con-
tains Entropy, NIQE [4], PIQE [9], and BRIS-
QUE [10]. Algorithms that perform well across 
a range of criteria are more likely to be effec-
tive in various scenarios and datasets, indicating 
higher reliability and versatility.

Results
The modified version of Wang network was 
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TS1 
1 sample 

1 shading pattern 
Augmentation of 

number of  
images

TS2 
1 sample 

8 shading patterns 
Augmentation of 
shading pattern

TS3 
8 distinct samples 

8 distinct shading patterns 
Augmentation of shading pattern & texture

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Train 
#Tiles: 1200

      Sample: 
     • 49-01 

     Pattern: 
     • 49-01

#Tiles: 3264

     Sample: 
     • 49-01

Patterns:  
     • 026-0191 
     • 051-04-80 
     • 156-01-86 
     • 234-01-67  
     • 31-01 
     • 33-03 
     • 36-01 
     • 49-01

#Tiles: 3264

Samples & 
patterns:

• 051-04-80 
• 156-01-86 
• 026-01-91 
• 234-01-67 
• 31-01 
• 33-03 
• 36-01 
• 49-01

#Tiles: 3264

Samples & 
patterns:

• 051-04-80 
• 156-01-86 
• 026-01-91 
• 234-01-67 
• 194-01-70 
• 31-01 
• 53-03 
• 49-01

#Tiles: 3264

Samples &  
patterns:

• 156-01-86 
• 026-01-91 
• 234-01-67 
• 194-01-70 
• 31-01 
• 36-01 
• 53-03 
• 33-03

#Tiles: 3264

Samples & 
patterns:

• 051-04-80 
• 156-01-86 
• 234-01-67 
• 194-01-70 
• 33-03 
• 36-01 
• 53-03 
• 49-01

#Tiles: 3264

Samples & 
patterns:

• 051-04-80 
• 026-01-91 
• 194-01-70 
• 31-01 
• 33-03 
• 36-01 
• 53-03 
• 49-01

Test

        Samples: 
     • 53-03 

            • 194-01-70

Samples: 
• 33-03 
• 36-01

Samples:  
• 051-04-80 
• 49-01

Samples:  
• 026-01-91 
• 31-01

Samples: 
• 156-01-86 
• 234-01-67

TS: Training Set  
#stands for “number of”

Table 1: The details of the first training set (TS1), second training set (TS2), and third train-
ing set (TS3), and cross-validation designs providing the ID of samples and uneven  
illumination patterns from the Tak dataset used for training and testing.
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executed on Google Colab Pro, a cloud-based 
platform that provides access to GPU resources 
with 2 Intel Xeon CPUs @ 2.20 GHz, 13 GB of 
RAM, and a NVIDIA v100 GPU with 12 GB of 
VRAM.

First, to show the effect of the patch size (PS) 
on the network’s global view, we evaluate the 
stitched result of the corrected tiles instead of 
a single tile. We employed the Fast and Robust 
Microscopic Image Stitching (FRMIS) algo-
rithm [2] for stitching. Stitched image reveals 
residual patterns from the incomplete correc-
tion of uneven illumination that may be over-
looked in isolated tiles. Wang’s original training 
set consisted of 100 tiles from only sample 49-
01 of the Tak dataset, with data augmentation, 
performed using random rotations of 90 and 
180 degrees [4]. Notably, their training strat-
egy employed a patch size of 384×384 pixels. 
We modified this parameter and increased the 
PS to 1024, as shown in the stitched results of 
three samples from the Tak dataset in Figure 1. 
The left column is the stitched results of ground 
truth tiles while the middle and right columns 
depict the stitched results of tiles corrected by 
the original Wang network trained with two dif-
ferent PSs. The qualitative inspection indicates 
smaller PS results in incomplete uneven illu-
mination correction and leads to visible seams 
in the stitched image. On the contrary, training 

the network utilizing patches of greater size  
resulted in seamless stitched images. However, 
the results with a higher PS particularly in test 
samples 234-01-67 and 156-01-86 are more  
colorless than those obtained from a smaller PS.

To study the impact of the designed training 
sets, Figure 2 presents a comprehensive quanti-
tative evaluation of uneven illumination correc-
tion using the modified Wang network trained 
on different training sets described in the Meth-
od section. The assessment relies on common 
pixel-wise metrics (MSE, SSIM, PSNR, CS, 
and DeltaE) as well as non-reference criteria 
(Entropy, NIQE, PIQE, and BRISQUE) applied 
to test sets (53-03 and 194-01-70). The results 
unveil substantial differences in median val-
ues of MSE, SSIM, PSNR, and CS. Notably, 
Wang’s model trained on the original dataset 
(PS=384) exhibits higher errors, while perfor-
mance gradually improves with the training sets 
TS1 to TS3. The interquartile range (IQR) of the 
evaluation metrics follows a similar trend: both 
the original Wang model and TS1 show greater 
variability, with TS1 even exceeding Wang’s 
original model in some cases. In contrast, TS2 
and TS3 present reduced IQR values, with TS2 
achieving the smallest spread in both MSE and 
SSIM, indicating more consistent performance. 
DeltaE scores revealed TS1, which signifi-
cantly augmented the original dataset, resulted 

Figure 1: The effect of increasing the global view of the network by increasing the patch size 
(PS). The stitched results of ground truth tiles, original tiles with shading, and corrected tiles by 
the Wang network using the original training set including 100 images from only one sample 
(49-01) of the Tak dataset with (a) PS=384, and (b) PS=1024.
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in higher values compared to Wang’s original 
training set. In contrast, TS2 and TS3 achieved 
lower values than TS1, suggesting better color 
consistency. For no-reference quality metrics, 
entropy values remained relatively stable with 
limited IQR variation. NIQE scores displayed a 
decreasing trend, with TS3 achieving the low-
est median value, indicating superior perceptual 
quality. Similarly, PIQE and BRISQUE trends 
categorize Wang’s original training set as poor, 
TS3 as fair, and both TS1 and TS2 as excellent, 
demonstrating the effectiveness of the proposed 
training set refinements.

The stitched results obtained from the ground 
truth images, the original images with uneven 
illumination, and images corrected by the origi-
nal Wang, and the modified Wang trained using 
different configurations in TS1, TS2, and TS3 
are shown in Figure 3. The original Wang results 
exhibit incomplete uneven illumination correc-
tion and visible seams in the stitched result of 
49-01 training sets, which become more pro-
nounced in the test samples, particularly in 194-
01-70, where reconstruction of texture details 
is poor. The incomplete correction is evident in 
every single tile. Training with TS1 almost elim-
inates the illumination pattern in the stitched re-
sult of the 49-01 training set. However, visible 
patterns persist in the stitching of test samples 
(53-03 and 194-01-70) and the corresponding 
single tiles. Notably, TS1 improves color recon-

struction details for 194-01-70 compared to the 
original Wang. TS2 shows promising results in 
uneven illumination correction and texture de-
tails reconstruction, particularly for test samples 
(53-03 and 194-01-70). While some inhomoge-
neities are observed in the results of training 
sample 49-01 and test sample 53-03, the overall 
performance is enhanced. TS3 yields seamless 
results that are most similar to the ground truths 
in terms of color reconstruction, although again, 
some inhomogeneities remain due to non-per-
fect illumination correction in the training set 
49-01 and test sample 53-03 results.

Discussion
Our comprehensive evaluation of various 

training set configurations used in a deep-learn-
ing-based model (here the Wang network) pro-
vides valuable insights into methodologies of 
deep learning for the correction of uneven illu-
mination. In particular, Figure 1 demonstrates 
that increasing the PS leads to more homoge-
neous outputs, supporting the hypothesis that 
capturing the full global illumination context 
is essential for effective training. However, en-
larging the PS to 1024 results in less colorful 
images compared to a smaller PS, attributed to 
the increase in the bottleneck size of the mod-
ule from 3 to 8, leading to reduced precision in 
reconstructing details [5]. In response, we have 
replaced using PS with cropped images, which 

Figure 2: The performance of the network trained with different training sets including the 
original training set and patch size (PS=384) (labeled as Wang), first training set (TS1), second 
training set (TS2), and third training set (TS3-Fold1) applied to test sets (53-03 and 194-01-70).
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is the procedure described in the Method sec-
tion in our training set strategies (TS1, TS2, and 
TS3).

The quantitative assessments of the original 
Wang are deemed unacceptable, as they exhibit 
deterioration in most criteria (Figure 2). Limited 
variation of texture and a small PS contribute 
to this poor performance, even in terms of the 
results of the training set. The TS1 demonstrates 
slight improvements in all criteria, consistent 
with the findings in Figure 3c. No visible seams 
in the stitching results of the training samples 
indicate successful learning and adaptation of 
the model to the provided data. The homoge-
neity in the background of test sample 53-03 
further suggests the model’s effectiveness in 
generating more balanced and visually appeal-
ing outputs compared to the original Wang. Test 
sample 194-01-70 reveals some challenges in 
achieving complete uneven illumination cor-
rection. Nevertheless, the reconstructed texture 
color outperforms the original Wang method 
(PS=384), indicating improvements in the cor-
rection process. Results in Figure 2 highlight the 
advantages of training modified Wang using al-
ternative training sets TS2 and TS3. The small-
est IQR of TS2 in criteria, such as MSE, SSIM, 

PIQE, and BRISQUE signifies successful gen-
eralization, eliminating new patterns effectively. 
Test results from TS2 consistently demonstrate 
reliability, suggesting robust performance in 
handling diverse illumination scenarios. TS3 
outperformed the other training configurations 
in pixel-wise evaluation metrics, generating re-
sults more closely aligned with the ground truth. 
Stitched results further validate this alignment, 
showcasing texture details resembling ground 
truths and corrected illumination patterns to an 
acceptable degree. The model’s generalization 
capabilities, evident in TS2, contribute to its 
ability to address new patterns, enhancing over-
all robustness. The reliable test results from both 
TS2 and TS3 underscore the model’s proficien-
cy in producing outputs with improved pixel-
wise metrics and alignment with ground truth. 
However, some inhomogeneity in the results 
of TS2 and TS3 on 49-01 and 53-03 samples 
is noted, which we attribute to the procedure 
for obtaining illumination patterns by averag-
ing patterns extracted from all tiles of a sample. 
The bold and dense texture colors in these two 
samples may have influenced the final uneven  
illumination patterns. 

We also evaluated the model’s performance 

Figure 3: The performance of the network trained with different training sets including the 
original training set and patch size (PS=384) (labeled as Wang), first training set (TS1), second 
training set (TS2), and third training set (TS3-Fold1) applied to test sets (53-03 and 194-01-70).

Training Set Design for Uneven Illumination Correction
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across five folds, demonstrating consistency, 
with measurements remaining within a similar 
range and no significant variations, confirming 
the proposed approach’s effectiveness. Address-
ing the observed inhomogeneity could likely 
be achieved by enriching the training dataset; 
however, we were unable to explore this fur-
ther due to limited computational resources. 
Nevertheless, we anticipate that increasing the 
training dataset would mitigate these variations, 
leading to more homogeneous results, as seen in 
TS1 when trained on 1200 images from sample  
49-01.

Conclusion
This study proposed a training set design strat-

egy to enhance deep learning-based methods for 
uneven illumination correction to reduce their 
reliance on substantial computational resources 
and improve generalization to unseen data. Un-
like many image processing tasks, where small-
er input patches are advantageous, our findings 
demonstrate that effective illumination correc-
tion requires preserving the full global context 
of illumination patterns. By maintaining the 
original image resolution and whole illumina-
tion patterns in the training sets, the proposed 
approach improves the performance of conven-
tional deep learning methods on the benchmark 
dataset. These results highlight the importance 
of illumination pattern representation and pro-
vide a practical, scalable solution suitable for 
clinical imaging workflows.
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